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Abstract

While Magnetic Resonance Imaging (MRI) is recognized to be the leading diagnostic imaging modality for numerous diseases, it is often limited by the long examination times. The main reason for this is that for MRI encoding only a limited number of data points can be encoded from one MR signal (FID or echo) and the measurement has to be repeated for many times. Increasing imaging speed has always been a major research area ever since the first experiments in the 1970s, and improvements in this field have contributed significantly to pave the way for clinical application of MRI. One way to accelerate data acquisition is to reduce the number of data points that are used to reconstruct an image with a defined resolution. However, as this approach violates the Nyquist-Shannon sampling theorem, aliasing artifacts are introduced in the reconstructions which have to be eliminated. This can be done by incorporating additional a-priori knowledge during the image reconstruction process. Examples are the use of multiple channels for signal reception (parallel imaging) or the application of dedicated regularization terms which penalize aliasing artifacts in the reconstructed images. This work demonstrates the use of newly developed image reconstruction methods which allow to reconstruct images from highly accelerated data. Numerous examples based on simulations, phantom- and in-vivo-measurements are presented. It is also shown that parallelized implementations of these approaches can be achieved on dedicated graphics hardware which leads to a fundamental reduction of computation time.
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Chapter 1

Introduction

Magnetic Resonance Imaging (MRI) is nowadays considered to be the most important non-invasive diagnostic imaging modality for a wide range of common diseases like stroke, cancer and disorders of the cardiovascular system. Since the first experiments in the 1970s, the method has been refined continuously, and current MR systems deliver images of high quality for many applications. The key advantages of MRI are the excellent soft tissue contrast, which is superior to that of any other imaging modality, and the fact that, in contrast to computed tomography (CT), positron emission tomography (PET) or conventional X-Ray imaging, MRI does not use ionizing radiation. It has also been developed to a method which can be used to get functional or even metabolic information. This development is driven by the need for a better staging of diseases and characterization of disease subtypes or by applications in the field of treatment monitoring.

However, there are still a number of limitations in MRI. The strong main magnetic field prohibits the examination of patients with implants like pacemakers, and requires the use of dedicated medical devices in the vicinity of the MR-system. Ferromagnetic objects have to be handled with extreme care as there is the potential danger that they can turn into projectiles that can cause significant harm to patients, personnel and the MR-system itself. Another main challenge arises due to the long data acquisition times. This is especially a problem when patient movement occurs during a measurement. The sources of movement are numerous and include uncooperative or very young patients, but also motion due to breathing or the beating heart. The main reason for the lengthy data acquisition is that only a limited number of data points can be encoded from one MR signal (FID or echo) and the measurement has to be repeated for many times. This means that MR data is acquired sequentially (line by line) in frequency ($k$)-space. This is a fundamental difference in comparison to other imaging modalities, which always acquire complete images in one measurement step. As a consequence, increasing imaging speed has always been a major research area ever since the first experiments, and improvements in this field have contributed significantly to introduce new applications for MRI. In the past, research to accelerate MR imaging speed was mainly directed toward faster collection of data. However, in current MR systems, these developments have reached a state where further advances are not limited by technical challenges, but by fundamental physiological limits due to patient safety. One way to circumvent this problem is to increase imaging speed by reducing the number of
data points that are used to reconstruct an image with a defined resolution. However, as this approach violates the Nyquist-Shannon sampling theorem, aliasing artifacts are introduced in the reconstructions which have to be eliminated. This is only possible with the integration of additional a-priori information during the reconstruction process.

The development of Parallel Imaging [2–4], the use of multiple receiver coils to augment conventional data acquisition acquisition, has had a tremendous impact and is already used successfully in daily clinical practice during the last years. Accurate estimations of the coil sensitivities are vital for parallel imaging, and the investigation of new strategies to obtain sensitivity maps is a very active topic of current research. A promising new approach strategy is joint estimation of image content and sensitivity profiles [5–7]. Other successful strategies use spatiotemporal redundancies in image data sets [8–13]. In the last couple of years, a major advance was achieved with the introduction of nonlinear L1 based regularization methods to MRI image reconstruction. This approach leads to a more efficient elimination of noise, and as described by the recent theory of compressed sensing [14–17], the combination of incoherent sampling, a sparse representation in a transformation domain and nonlinear reconstruction can also be used to eliminate undersampling efficiently. The L1 penalty is also a natural link to the theory of Total Variation (TV) [18], which is already well known in image processing, but has also been introduced to MR image reconstruction recently [1, 19]. Latest developments also investigated the combination of Parallel Imaging and L1 regularization [1, 20].

1.1 Outline of the thesis

This thesis contributes to the field of image reconstruction for accelerated imaging. As described in detail in later chapters, image reconstruction can be treated as an inverse problem. This approach provides a general framework to incorporate a-priori knowledge about the spatial positions of the receiver coils or the structure of the solution, and allows to reformulate image reconstruction as a constrained optimization problem. With the methods presented in this thesis, MR data sets can be acquired up to 33 times faster than dictated by the Nyquist rate. This not only increases patient comfort and the throughput rate of radiology departments, it also opens the door for completely new MR procedures. Temporal resolutions of 38 milliseconds (corresponding to frame rates of approximately 26 frames per second) allow real-time visualization of the beating heart without the use of ECG triggering and respiratory bellows during free breathing, or imaging of the propagation of contrast agents in the vessel system (MR-fluoroscopy). The rapid scan times also lead to a significant reduction of motion artifacts, which are a very common problem in MRI, especially for cardiac imaging where very complex movement patterns arise due to heartbeat and breathing. In the following section, an outline of the thesis is provided.

Chapter 2 gives an overview of image reconstruction strategies for accelerated imaging.

Chapter 3 discusses the design of sampling patterns for accelerated imaging. The proposed approach uses tailored sampling patterns, derived from a-priori knowledge about the energy distribution in \( k \)-space. Undersampled data are reconstructed using the well known GRAPPA [4]
method. This chapter is based on the journal publication *Adapted Random Sampling Patterns for Highly Accelerated MRI* [21]. Individual author contributions to this paper were:

- Florian Knoll: Proposal of the basic idea, development of the adapted random sampling pulse sequence on the MR scanner system, MR measurements, raw data handling, image reconstruction, evaluation of the results, preparation of the manuscript.
- Christian Clason: Implementation of the method to draw samples from a pdf to obtain a sampling pattern, assistance in evaluation of the results and during preparation of the manuscript.
- Clemens Diwoky: Assistance in the development of the pulse sequence on the scanner system.
- Rudolf Stollberger: General assistance during all tasks, including methodological work, data acquisition and preparation of the manuscript.

**Chapter 4** introduces the new concept of Total Generalized Variation (TGV) for MR image reconstruction. While the Total Variation (TV) has been applied successfully as a regularizer for image reconstruction, the main criticism of this approach is the fact that TV favors images with cartoon-like appearance, and introduces staircasing artifacts in regions with smooth signal changes. The work presented in this chapter aims to provide a solution for these issues. It is based on the paper *Second Order Total Generalized Variation (TGV) for MRI* [22], and individual author contributions were:

- Florian Knoll: Basic concept of the application of TGV to MRI, MR measurements, raw data handling, image reconstruction, evaluation of the results, preparation of the manuscript.
- Kristian Bredies: Development of the mathematical framework of TGV including analytical foundations as well as numerical algorithms, preparation of the manuscript (especially for the section "Theory").
- Thomas Pock: Assistance in the development of TGV, in particular the numerical primal-dual algorithm, preparation of the manuscript (especially for the section "Numerical Algorithms").
- Rudolf Stollberger: General assistance during all tasks, including methodological work, data acquisition and preparation of the manuscript.

**Chapter 5** introduces a general framework for nonlinear parallel imaging reconstruction by means of nonlinear inversion (IRGN-T(G)V). This approach enables joint estimation of image content and coil sensitivities, as first described in [6], but it also allows to include the same regularization terms that are described in chapter 4. It is based on the publication *Nonlinear Parallel Imaging with Variational Penalties* [23]. Individual author contributions were:

- Florian Knoll: Proposal of the underlying concept, MR measurements to obtain all Cartesian and randomly subsampled data sets, raw data handling, image reconstruction, evaluation of the results, preparation of the manuscript.
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• Christian Clason: Development of the mathematical framework of IRGN-TV, including analytical work and the primal-dual extra-gradient algorithm, preparation of the manuscript (especially section "Theory").

• Kristian Bredies: Assistance in the development of IRGN-TGV and during preparation of the manuscript.

• Martin Uecker: MR measurements to obtain the radial phantom and the radial real-time cardiac rawdata, assistance during preparation of the manuscript.

• Rudolf Stollberger: General assistance during all tasks, including methodological work, data acquisition and preparation of the manuscript.

The challenge of the presented approaches is the increase in computation time. While conventional MR image reconstruction can be performed by means of the fast Fourier transform (FFT), for the methods in this work, a solution of a constrained optimization problem has to be obtained. To allow the use of these strategies in daily clinical practice, reconstruction times have to be achieved that are not significantly longer than the data acquisition times. Chapter 6 demonstrates that 3D-TV based elimination of artifacts from radial undersampling can be performed on commodity graphics hardware, with computation times that allow real-time interactive artifact removal for large 3D data sets. It is based on the journal publication Fast reduction of undersampling artifacts in radial MR angiography with 3D total variation on graphics hardware [24], with the following individual author contributions:

• Florian Knoll: Basic idea of the application of 3D-GPU-TV filtering to undersampled radial data, proposal and development of the radial shifted spokes trajectory, MR data acquisition, conduction of experiments with the 3D-TV method, evaluation of the results, preparation of the manuscript.

• Markus Unger: Implementation of the 3D-TV method on the GPU, preperation of the manuscript (especially for the sections concerning the TV filter and the GPU implementation).

• Clemens Diwoky: Implementation of the shifted radial spokes trajectory on the MR scanner system.

• Christian Clason: Assistance during evaluation of the results and during preparation of the manuscript (especially concerning the TV method).

• Thomas Pock: Assistance in the implementation of the 3D-TV method on the GPU.

• Rudolf Stollberger: General assistance during all tasks, including methodological work, data acquisition and preparation of the manuscript.

Finally, a summary of the contributions of this work to the field of image reconstruction for accelerated imaging and future work based on the results of this thesis is given in Chapter 7.

One of the main aspects of this thesis is its interdisciplinarity. This does not come as a surprise, as contributions to the field of medical imaging have always been characterized by their
wide range of expertise, including work from basic scientists, engineers and clinical researchers. The most important scientific society in the field of MRI, the *International Society for Magnetic Resonance in Medicine* (ISMRM)\(^1\) always strived for a confluence of basic science and clinical application. In fact, the motto of the upcoming annual meeting of the society\(^2\), the major annual conference in the field, is “Clinical Needs and Research Promises: Bridging the gap”. In particular, this thesis is characterized by interdisciplinary work with mathematicians, as it is based on research conducted by the Special Research Program (Spezialforschungsbereich, SBF) “Mathematical Optimization and Applications in Biomedical Sciences”\(^3\). This is one of the excellence programs of the Austrian Science Fund\(^4\) (FWF) and is comprised of mathematicians, (medical) physicists and biomedical engineers. Additional collaboration was conducted with clinical partners from the local university hospital.

\(^1\)http://www.ismrm.org/
\(^2\)http://www.ismrm.org/11/index.htm
\(^3\)http://math.uni-graz.at/mobis/
\(^4\)http://www.fwf.ac.at/de/projects/sfb.html
Chapter 2

MR Image Reconstruction

2.1 Spatial Signal Encoding and Image Reconstruction

The underlying physics necessary to understand the generation of the MR signal are complex and out of scope of this thesis. Details can be found in MRI textbooks [25, 26]. From the perspective of image reconstruction, the most important property is that data is acquired in frequency space (k-space), and spatial encoding is performed with the use of magnetic gradient fields. The MR-signal therefore looks as follows:

\[
s(t, G_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \rho(x, y)e^{-i(\Phi(x,t)+\Phi(y,G_y))} \, dx \, dy \tag{2.1}
\]

The phase of the signal can be described by the following relations:

\[
\Phi(y, G_y) = -\gamma y \int_{0}^{T} G_y d\tau \tag{2.2}
\]

\[
\Phi(x, t) = -\gamma x \int_{0}^{t} G_x d\tau \tag{2.3}
\]

With the notation:

\[
\Phi(y, G_y) = -\gamma y \int_{0}^{T} G_y d\tau \equiv k_y y \tag{2.4}
\]

\[
\Phi(x, t) = -\gamma x \int_{0}^{t} G_x d\tau \equiv k_x x, \tag{2.5}
\]

the fundamental MR signal equation looks as follows:

\[
s(k_x, k_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \rho(x, y)e^{-i(k_x x + k_y y)} \, dx \, dy \tag{2.6}
\]

In equations 2.1 to 2.6, \( G_x \) is the frequency encoding gradient, \( G_y \) is the phase encoding gradient, \( T \) is the time interval the phase encoding gradient is turned on, \( \gamma \) is the gyro magnetic ratio and \( \rho \) is the underlying spin density.
It can be observed instantly from equation 2.6 that this signal equation is of the form of a two dimensional Fourier transform, which means that the underlying spin density can be reconstructed with the use of an inverse Fourier transform. The sampling positions $k_x$ and $k_y$ are defined by the $k$-space trajectory. Figures 2.1 and 2.2, which originally appeared in [27], illustrate $k$-space trajectories and corresponding spin echo pulse sequence diagrams of two popular sampling patterns. Cartesian sampling, which is currently the backbone of all MR examinations in clinical practice, and radial sampling, which was used in the original formulation of MR image encoding [28] and is having a revival recently due to advances in MR instrumentation. Radial sampling is discussed in more detail in chapters 4, 5 and 6, and detailed assessment of state-of-the-art radial sampling can be found in [19]. In Figures 2.1 and 2.2, RF is the radio frequency pulse that is used to excite the spins, and TE is the echo time (again, details can be found in MR textbooks). This also illustrates the sequential character of MR data acquisition. In conventional pulse sequences as shown here, each line in $k$-space is acquired after a new excitation pulse, the time interval between subsequent pulses being the repetition time TR. It can therefore be seen instantly that the time that is needed to obtain a complete MR data set is proportional to the number of lines that have to be acquired.

To encode a 3D volume of interest, two strategies are possible. The first is to excite multiple individual slices and perform 2D image encoding as described above. The alternative is to extent the concept of phase encoding to the third dimension. Image reconstruction is then performed with a 3D inverse Fourier transform. The latter approach allows great flexibility in spatial encoding. For example, in the case of radial imaging, it is possible to perform radial sampling in the $x, y$ dimension and conventional Cartesian encoding in the $z$ direction, an approach that is commonly known as a stack of stars acquisition. However, it is also possible to extend the radial sampling pattern to full 3D [29]. In the case of Cartesian sampling, 3D encoding allows to select arbitrary sampling points in the $y, z$ plane (the plane of the two phase encoding directions). This was an important prerequisite for the exciting new field of compressed sensing in MRI [16], as it allowed the generation of randomized sampling patterns. A detailed discussion of random sampling is given in chapter 3.

2.2 $k$-space Sampling

In real MR experiments, the $k$-space signal is always acquired in discretized form. Therefore the discrete Fourier transform (DFT) is used for image reconstruction. In this section, it is assumed that the MR-signal is sampled at equidistant intervals $\Delta k_x$ (reconstruction of data from non-Cartesian sampling trajectories is covered in section 2.6), and for simplicity only 1D sampling is considered. All relaxation effects are also neglected, which means that the reconstructed image is a direct representation of the underlying physical spin density. Of course, it is not possible to obtain an infinite number of sample points, but it is instructive to consider the situation of infinite discrete $k$-space sampling first, and then move on to finite sampling as the next step. A more extensive coverage of the effect of discrete $k$-space sampling is given in MRI textbooks [26, 30].
2.2. *K*-SPACE SAMPLING

Figure 2.1: Cartesian spin echo sampling: The pulse sequence (a) and the corresponding *k*-space trajectory (b) are displayed.

Figure 2.2: Radial spin echo sampling: The pulse sequence (a) and the corresponding *k*-space trajectory (b) are displayed.
2.3 Infinite Discrete $k$-space Sampling

In the following, the $m$'th step of 1D $k$-space, sampled in the $k_x$ dimension, is denoted by $\hat{s}(m\Delta k_x)$. In a real-world multi dimensional MR data acquisition, $s(k_x)$ corresponds to a single readout line in frequency encoding direction. Mathematically, the sampling step which results in a discrete but infinite signal $\hat{s}_\infty(k_x)$, can be formulated as a multiplication of the original continuous signal $s(k_x)$ with a sampling function $\phi_\infty(k_x) = \Delta k_x \sum_{m=-\infty}^{+\infty} \delta(k_x - m\Delta k_x)$ which consists of an infinite series of equidistant Dirac delta functions.

$$\hat{s}_\infty(k_x) = s(k_x) \cdot \phi_\infty(k_x) = \Delta k_x \sum_{m=-\infty}^{+\infty} s(m\Delta k_x) \cdot \delta(k_x - m\Delta k_x).$$ \hspace{1cm} (2.7)

The corresponding reconstructed (1D) spin density $\hat{\rho}_\infty(x)$ is obtained with an inverse Fourier transform.

$$\hat{\rho}_\infty(x) = \int_{-\infty}^{+\infty} \hat{s}_\infty(k_x) \cdot e^{ik_xx}dk_x = \Delta k_x \sum_{m=-\infty}^{+\infty} s(m\Delta k_x) \cdot e^{im\Delta k_xx}. \hspace{1cm} (2.8)$$

It is instructive to make use of the Fourier convolution theorem to get additional insights in these operations (see Figure 2.3 for a visual representation). The reconstructed spin density $\hat{\rho}_\infty(x)$ can be obtained by a convolution of the original underlying physical spin density with the inverse Fourier transform of the sampling function $\phi_\infty(k_x)$, denoted by $\Phi_\infty(x)$.

$$\hat{s}_\infty(k_x) = s(k_x) \cdot \phi_\infty(k_x) \longleftrightarrow \hat{\rho}_\infty(x) = \rho(x) \star \Phi_\infty(x). \hspace{1cm} (2.9)$$

The inverse Fourier transform of an infinite series of equidistant Dirac delta functions with spacing $\Delta k_x$ is another series of equidistant delta functions with spacing $\frac{2\pi}{\Delta k_x}$, which is called the imaging Field of View $FOV$:

$$\Phi_\infty(x) = \sum_{l=-\infty}^{+\infty} \delta \left(x - \frac{2\pi}{\Delta k_x} \cdot l\right). \hspace{1cm} (2.10)$$

This leads to the following result for the reconstructed spin density:

$$\hat{\rho}_\infty(x) = \sum_{l=-\infty}^{+\infty} \rho \left(x - \frac{2\pi}{\Delta k_x} \cdot l\right) \hspace{1cm} (2.11)$$

which means that the reconstructed spin density $\hat{\rho}_\infty(x)$ is a periodic repetition of the original underlying spin density $\rho(x)$ with spacing $\frac{2\pi}{\Delta k_x}$. If the Field of View is larger than the length of the object

$$FOV > L \iff \Delta k_x < \frac{2\pi}{L} \hspace{1cm} (2.12)$$

in the corresponding dimension, the reconstructed spin densities $\hat{\rho}_\infty(x)$ do not overlap. Equation 2.12 is the well known Nyquist-Shannon sampling theorem. If $\Delta k_x$ is chosen too large (which corresponds to a $FOV$ that is too small), the sampling theorem is violated and aliasing occurs. This is covered in more detail in section 2.5.
2.3. INFINITE DISCRETE K-SPACE SAMPLING

Figure 2.3: Illustration of the effects of discrete infinite sampling of the MR signal \( s(k_x) \) on the reconstructed spin density (corresponding to the reconstructed image). Sampling, which results in a discrete but infinite signal \( \hat{s}_\infty(k_x) \), can be formulated as a multiplication of the original continuous signal \( s(k_x) \) with a sampling function \( \phi_\infty(k_x) \), which is comprised of an infinite series of equidistant Dirac delta functions (left column). With the use of the Fourier convolution theorem, it can be shown that this operation is equivalent to a convolution of the original underlying physical spin density \( \rho(x) \) with \( \Phi_\infty(x) \), the inverse Fourier transform of the sampling function, which is another infinite series of Dirac delta functions with spacing \( FOV = \frac{2\pi}{\Delta k_x} \) (right column). If the length of the object \( L \) is smaller than the \( FOV \), the sampling theorem (equation 2.12) is fulfilled and the reconstructed images do not overlap.
2.4 Discrete Finite $k$-space Sampling

In the previous section, it was assumed that an infinite number of discrete sample points are obtained from the continuous MR signal $s(k_x)$. In practice, sampling is performed only during a limited time, which means that the data points are truncated. Mathematically, this can be expressed as a multiplication of the infinite discrete sample points $\hat{s}_\infty$ with a rectangular window function $w(k_x)$, which keeps $N = 2n$ sample points:

$$\hat{s}(k_x) = s(k_x) \cdot \phi_\infty(k_x) \cdot w(k_x) = \Delta k_x \sum_{m=-n}^{n-1} s(m\Delta k_x) \cdot \delta(k_x - m\Delta k_x).$$  \hspace{1cm} (2.13)

Again, the spin density $\hat{\rho}$ is reconstructed by means of an inverse Fourier transform:

$$\hat{\rho}(x) = \int_{-\infty}^{+\infty} \hat{s}(k_x) \cdot e^{ik_xx} dk_x = \Delta k_x \sum_{m=-n}^{n-1} s(m\Delta k_x) \cdot e^{im\Delta k_x x}.$$  \hspace{1cm} (2.14)

Similar to case of infinite sampling, insight in the effects of this operation on the reconstruction result can be obtained with the use of the Fourier convolution theorem:

$$\hat{s}(k_x) = s(k_x) \cdot \phi_\infty(k_x) \cdot w(k_x) \quad \longrightarrow \quad \hat{\rho}(x) = \rho(x) \star \Phi_\infty(x) \star W(x).$$  \hspace{1cm} (2.15)

$W(x)$ is the inverse Fourier transform of the rectangular window function $w(k_x)$, which is known to be a $\text{sinc}$ function. The reconstructed spin density $\hat{\rho}_\infty(x)$, which is already replicated due to discrete sampling, is additionally convolved with $W(x)$. This leads to blurring and Gibb’s ringing artifacts in the final reconstruction $\hat{\rho}(x)$. This is illustrated in Figure 2.4.

In a real world measurement, where the output of the system is a digital image, the reconstruction $\hat{\rho}(x)$ is also discretized with a spacing of $\Delta x$, and truncated to the imaging field of view $N \cdot \Delta x$ ($N$ being the number of sample points in the reconstruction). This means that the relation of $s(m\Delta k_x)$ and $\hat{\rho}(q\Delta x)$ is the discrete Fourier transform pair:

$$s(m\Delta k_x) = \Delta x \sum_{q=-n}^{n-1} \hat{\rho}(q\Delta x) \cdot e^{-im\Delta k_x q\Delta x}$$ \hspace{1cm} (2.16)

$$\hat{\rho}(q\Delta x) = \Delta k_x \sum_{m=-n}^{n-1} s(m\Delta k_x) \cdot e^{im\Delta k_x q\Delta x}.$$  \hspace{1cm} (2.17)

2.5 Aliasing

If the $\text{FOV}$ is chosen too small with respect to the imaged object (which is equivalent to a $\Delta k_x$ that is too large), this means that the sampling theorem 2.12 is violated, and aliasing occurs. This is illustrated in Figure 2.5, where the spacing $\Delta k_x^A$ of the sampling function $\Phi_\infty^A(k_x)$ is increased by a factor of 2. As a consequence, the $\text{FOV}^A = \frac{2\pi}{\Delta k_x^A}$ is halved, and now smaller than the length of the imaged object $L$. The periodic replicates $\hat{\rho}_\infty^A(x)$ of the spin density $\rho(x)$ overlap, and cannot be separated from each other anymore.
2.5. ALIASING

In real world MR-measurements, only a finite number of samples are acquired. This can be expressed as a multiplication with a rectangular window function $w(k_x)$, keeping $N = 2n$ sample points (left column). With the use of the Fourier convolution theorem, it can be shown that this operation is equivalent to a convolution of the reconstructed spin density $\hat{\rho}_\infty(x)$ with $W(x)$, the inverse Fourier transform of the rectangular window function $w(k_x)$, which is a sinc function (right column). This leads to blurring and Gibb’s ringing artifacts in the final reconstruction $\hat{\rho}(x)$. 

Figure 2.4: In real world MR-measurements, only a finite number of samples are acquired. This can be expressed as a multiplication with a rectangular window function $w(k_x)$, keeping $N = 2n$ sample points (left column). With the use of the Fourier convolution theorem, it can be shown that this operation is equivalent to a convolution of the reconstructed spin density $\hat{\rho}_\infty(x)$ with $W(x)$, the inverse Fourier transform of the rectangular window function $w(k_x)$, which is a sinc function (right column). This leads to blurring and Gibb’s ringing artifacts in the final reconstruction $\hat{\rho}(x)$.
Figure 2.5: Illustration of the effect of aliasing: The spacing $\Delta k_x^A$ of the sampling function $\Phi_\infty^A(k_x)$ is increased by 2. The $FOV^A = \frac{2\pi}{\Delta k_x^A}$ is halved, and $L > FOV$. The periodic replicates $\hat{\rho}_\infty^A(x)$ overlap, and cannot be separated from each other anymore.
2.6 RECONSTRUCTION OF NON-CARTESIAN DATA

In accelerated imaging, which is covered in detail in section 2.7, $\Delta k$ is deliberately increased in phase encoding direction. The reason is that this reduces the number of phase encoding steps needed for a given resolution and therefore leads to a reduction of scan time of the factor $R$, which is called the subsampling- or acceleration factor. The aliasing artifacts, which occur due to the violation of the sampling theorem are then removed with special strategies during the image reconstruction process.

2.6 Reconstruction of non-Cartesian data

The treatment in the previous sections assumed that data points are sampled equidistantly and on a Cartesian grid. While this assumption is valid in the case of a conventional Cartesian sampling pattern, it was mentioned in section 2.1 that in principle, arbitrary trajectories can be used for data acquisition. In these cases, data points have to be interpolated to a Cartesian grid before the application of the inverse Fourier transform. This principle is called regridding and was first described for CT image reconstruction in 1985 [31]. Many refinements and adjustments for MR image reconstruction were published since then (e.g. [32–34]).

The sampled non-Cartesian data has to be convolved with a so called regridding kernel. To interpolate the data points on a rectangular grid, the results of this convolution are evaluated at $n \times n$ grid points with a spacing $\Delta k$. An optimal kernel window for interpolation in $k$-space is an infinite sinc function because the corresponding multiplication with a rectangular function does not distort the reconstructed image. However, as a convolution with an infinite kernel window is not feasible in practice, a kernel with compact support has to be used. A systematic assessment of the performance of different kernel windows can be found in [34, 35]. Based on these results, the Kaiser-Bessel window [36] is now used as a de-facto standard in MR imaging. For simplicity of notation, the following description of the gridding algorithm is restricted to the 1D case. Similar to the previous sections, generalization to higher dimensions is straightforward. In the figures that are included to illustrate the concepts the 2D case, most commonly used in practical imaging settings, is shown.

If the regridded Cartesian $k$-space data is denoted by $\hat{s}_c(k)$, the original non-Cartesian data by $\hat{s}_{nc}(k_j)$, and $\Gamma(k)$ is the convolution kernel, this operation can be written as:

$$\hat{s}_c(k) = \sum_j \hat{s}_{nc}(k_j) \cdot \Gamma(k - k_j) = \hat{s}_{nc}(k_j) \star \Gamma(k), \quad (2.18)$$

where $k$ is the $k$-space index on the Cartesian grid ($k_x, k_y$ in the 2D case) and $k_j$ denotes an arbitrary (not equidistantly sampled and not on a Cartesian grid) $k$-space position. Please note that $\star$ denotes the discrete convolution in equation 2.18. Of course the regridding method can also be described formally for the continuous case. However, in the case of continuous data instead of sampled data, the data could just be resampled to the Cartesian sample points without the convolution step.

An important issue arises due to the fact that non-Cartesian data can be acquired with a varying sampling density. For example, the data points in radial sampling (Figure 2.2) are acquired with a significantly higher density in the central parts of $k$-space. If this is not accounted for, it leads to images with a pronounced overweighting of low $k$-space frequencies. As the
spatial positions of the sample points cannot be determined any more after the convolution, compensation of the variable sampling density has to be performed as an initial step. Each sample point has to be weighted with a density compensation function $DCF(k_j)$, which is a measure of the inverse of the $k$-space sampling density.

$$\hat{s}_{c-dec}(k) = (DCF(k_j) \cdot \hat{s}_{nc}(k_j)) \ast \Gamma(k). \quad (2.19)$$

In equation 2.19, $\hat{s}_{c-dec}(k)$ denotes regridded Cartesian $k$-space data that was obtained from density compensated non-Cartesian data. A reconstructed 1D image signal $\hat{\rho}_{dc}(x)$ from density compensated and regridded data can then be obtained by means of an inverse discrete Fourier transform ($F^{-1}$).

$$\hat{\rho}_{dc}(x) = F^{-1} \{(DCF(k_j) \cdot \hat{s}_{nc}(k_j)) \ast \Gamma(k)\}. \quad (2.20)$$

In general, numerical estimations are needed to estimate the sampling density. The most widely used approach in MR image reconstruction is the Voronoi diagram [32,37]. In the special case of radial sampling, it is also possible to find an analytical representation of the sampling density, which leads to the Ram-Lak filter [38]. A radial sampling trajectory (256 radial spokes, 384 sample points on each spoke, corresponding to an oversampling ratio of 1.5 in the readout direction) and it’s corresponding density compensation function are shown in Figure 2.6. The effect of density compensation is illustrated in Figure 2.7. It shows radial $k$-space data of a T2 weighted data set of the brain, obtained with the sampling trajectory of Figure 2.6. In addition, the result of the convolution operation which interpolates the data points on a Cartesian grid and the reconstructed image after the application of an inverse Fourier transform are shown. All of these steps are performed for both the original radial data, and for density compensated data, using the DCF from Figure 2.6. The reduced signal intensity in the center of $k$-space can be observed for both radial and regridded data. Overweighting of low frequencies due to the absence of density compensation yields a significantly blurred image.

After the convolution interpolation, the regridded data is transformed back to image space by means of a conventional inverse discrete Fourier transform. However, due to the convolution with a finite kernel window, the reconstructed image is multiplied with the inverse Fourier transform of the kernel window $\Gamma(k)$, which leads to undesired intensity modulations. This effect can be compensated for by dividing the reconstructed image by the inverse Fourier transform of the regridding kernel (denoted by $\gamma(x)$), which is usually called deapodization or roll-off correction, and results in a final reconstructed image $\hat{\rho}_{dc-deapod}(x)$.

$$\hat{\rho}_{dc-deapod}(x) = \hat{\rho}_{dc}(x) \cdot \frac{1}{\gamma(x)}. \quad (2.21)$$

This is illustrated in Figure 2.8, which shows the reconstructed image from Figure 2.7 before and after deapodization, as well as horizontal cross-sectional plots through the central row (128) of the image matrix. The intensity modulation results in a dampening of the outer parts of the reconstructed image which is corrected with the deapodization procedure.
2.6. RECONSTRUCTION OF NON-CARTESIAN DATA

Figure 2.6: Radial sampling trajectory with 256 radial spokes and 384 sample points on each spoke, corresponding to an oversampling ratio of 1.5 in the readout direction. The $k$-space coordinates are normalized and range from $-0.5 (-k_{max})$ to $+0.5 (+k_{max})$ (left). Corresponding density compensation function (DCF). Note that the minimum of the DCF corresponds to the center of $k$-space where all radial spokes intersect. However, the minimum value does not reach zero, as this would result in a complete elimination of the signal at the center of $k$-space. In this example, the minimum value of the DCF is 0.0013 (right).
Figure 2.7: Radial $k$-space data obtained with the sampling trajectory of Figure 2.6 with 256 radial spokes, each consisting of 384 sample points (each spoke is one column in the data matrix) (top row), the result of the convolution operation which interpolates the data points on a Cartesian grid (middle row), and the reconstructed image after the application of an inverse Fourier transform (bottom row). These steps are performed for both the original radial data (left column), and for density compensated data (right column), using the DCF from Figure 2.6. The reduced signal intensity in the center of $k$-space can be observed for both radial and regridded data. In the absence of density compensation, the effect of overweighting of the low frequencies yields a significantly blurred image.
2.6. RECONSTRUCTION OF NON-CARTESIAN DATA

Figure 2.8: Reconstructed image from regridded $k$-space data (Figure 2.7) before and after deapodization (a), and horizontal cross-section plots through the central row (128) of the image matrix (b).
2.7 Parallel Imaging

2.7.1 Introduction

The key idea of parallel imaging is to complement spatial signal encoding of gradient fields with information about the spatial position of multiple receive coils, which record signals from the imaged object in parallel. With this approach, $k$-space data acquisition can be accelerated by means of undersampling. As this violates the sampling theorem (equation 2.12) aliasing artifacts are introduced in the images (see section 2.5). The specific structure of the artifacts depends on the used sampling trajectory. This is illustrated in Figure 2.9 for a T2 weighted data set of the brain. Cartesian subsampling is performed with acceleration factor $R = 2$ in the row dimension, $R = 4$ in the row dimension and $R = 2$ in both row and column dimension (resulting in a total acceleration of $R = 4$). In the case of radial sampling, 256, 128, 64 and 32 projections were used to reconstruction a $256 \times 256$ image. As $N = \frac{\pi}{2}$ spokes have to be obtained to fulfill the Nyquist-Shannon sampling theorem in the case of radial sampling [26], this corresponds to acceleration factors of $R \approx 1.57$, $R \approx 3.14$, $R \approx 6.28$ and $R \approx 12.57$. It can be observed that subsampled Cartesian imaging leads to backfolding artifacts, while subsampling of radial trajectories yields images with streaking artifacts. It is also noticeable that while radial sampling appears to be less efficient than Cartesian sampling because $\frac{\pi}{2}$ times more sample points are needed to satisfy the Nyquist criterion, radial sampling is far more benign toward moderate undersampling. The reconstruction from 256 projections is in fact free of artifacts, and even the case of 128 projections, which already corresponds to an undersampling rate of 2 in comparison to a fully sampled Cartesian scan, is only mildly corrupted by streaking artifacts.

The idea to use information about the spatial position of multiple receive coils as an additional way of spatial encoding dates back to the time when the first phased array coils [39] were introduced [40]. However, it took another 10 years until the famous algorithms SMASH [2], SENSE [3] and GRAPPA [4] were developed. This paved the way for parallel imaging in clinical applications, where they are used every day nowadays. The most extreme case of parallel imaging is known under the name Inverse MRI [41], where gradient encoding in the phase encoding direction is completely replaced with encoding from coil sensitivities.

A large number of practical approaches exist to tackle the parallel imaging reconstruction problem. Sections 2.7.4 and 2.7.5 present SENSE [3] and GRAPPA [4], the two most widely used methods in clinical practice, is given. More detailed revisions of parallel imaging methods can be found in the literature [42–45].

2.7.2 Phased array coils

Phased array coils [39] were originally designed to increase the SNR of MR measurements. They consist of multiple small coil elements and each single coil covers only a small part of the total (FOV). The individual signals from the coils are then combined to a single image of the complete FOV. Equation 2.6 can be generalized to include data acquisition with multiple receive coils:

$$s_k(k_x, k_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \rho(x, y) c_k(x, y) e^{-ik_x x + ik_y y} dx dy.$$  (2.22)
2.7. PARALLEL IMAGING

(a) Cartesian subsampling with acceleration factor $R = 2$ in the row dimension (left), $R = 4$ in the row dimension (middle) and $R = 2$ in both row and column dimension, resulting in a total acceleration of $R = 4$.

(b) Radial subsampling with 256, 128, 64 and 32 projections to reconstruct a $256 \times 256$ image, corresponding to acceleration factors of $R \approx 1.57$, $R \approx 3.14$, $R \approx 6.28$ and $R \approx 12.57$.

Figure 2.9: Examples of subsampling with different sampling trajectories.
Figure 2.10: An example of a measurement with a 4 channel head coil. The images from the individual coil elements, as well as a sum of squares (SOS) combination, are displayed.

In equation 2.22, \( s_k \) is the MR signal of coil \( k \), and \( c_k \) is the corresponding coil sensitivity. It is known that an optimal combination of the individual coil signals in terms of SNR is achieved with a pixel by pixel summation of the signals from each coil element, weighted by the corresponding coil sensitivities at the location of the pixels \([46,47]\). However, this approach requires an accurate estimation of the coil sensitivities, which is often not available. A pragmatic alternative, which is used most of the time during routine applications, is the root mean sum of squares (SOS) combination of individual coil images \( \hat{\rho}_k \) after the inverse Fourier transform. This approach is described in equation 2.23, where \( K \) is the total number of coil elements. Figure 2.10 displays the images from the individual coil elements of a 4 channel head coil, and the corresponding SOS combination.

\[
\hat{\rho}_{SOS} = \sqrt{\sum_{k=1}^{K} |\hat{\rho}_k|^2}
\]  

(2.23)

2.7.3 Array Coil Compression

State-of-the-art experimental MR systems are equipped with up to 128 receiver channels and corresponding receive coils \([41,48]\). An increase of coil elements yields images with higher SNR and, if the individual coils measure independent information, allows the use of higher acceleration factors. The drawback is the enormous increase in data that has to be processed during the measurements. This lead to the development of coil compression strategies. In this work, a method based on singular value decomposition (SVD) is used to reduce redundant data. An equivalent formulation can be obtained by means of principal component analysis (PCA) \([49]\).

If \( D \) is the measured MR data of a single slice from all channels, arranged in a two dimensional matrix with dimensions \( M \times N_c \), where \( M \) is the product of phase encoding steps and frequency
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Figure 2.11: Plot of the singular values of the SVD decomposition of MR data from a 32 channel head coil.

encoding steps and $N_c$ is the number of receiver channels, this matrix $D$ can be decomposed in the form

$$D = U \Sigma V^H,$$

where $U$ is a unitary $M \times M$ matrix, $V^*$ is a unitary $N_c \times N_c$ matrix ($V^H$ denoting the conjugate transpose of $V$), and $\Sigma$ is an $M \times N_c$ diagonal matrix. The diagonal entries of $\Sigma$, $\Sigma_{ii} = \sigma_1, \sigma_\text{min}(M,N_c)$ are the singular values that are uniquely determined by $D$. A plot of the singular values of the SVD decomposition of MR data with matrix size $256 \times 256$ from a 32 channel head coil is shown in Figure 2.11.

A well known compression approach that is also used in dimension reduction, e.g. for the problem of feature extraction in machine learning, is to truncate the singular values after a defined threshold $\tau$:

$$\left(\hat{\Sigma}^\tau\right)_{ii} = \begin{cases} (\Sigma)_{ii} & (\Sigma)_{ii} \geq \tau \cdot \max(\Sigma)_{ii} \\ 0 & \text{otherwise}. \end{cases}$$

If $\Sigma^\tau$ is a truncation of $(\hat{\Sigma}^\tau)_{ii}$, including only the $M \times N_c^\tau$ non-zero elements, and $(V^\tau)^H$ is a corresponding truncation, selecting only the upper left $N_c^\tau \times N_c^\tau$ elements of $V^H$, compressed data $D^\tau$ is then obtained by

$$D^\tau = U \Sigma^\tau (V^\tau)^H.$$

Figure 2.12 shows a comparison of a reconstructed T2 weighted image of the brain using all original 32 channels to an SVD compression using only 10 virtual channels corresponding to
2.7.4 SENSE Reconstruction

SENSE is an image space based parallel imaging method. This means that the elimination of the aliasing artifacts is performed in image space, after the application of an inverse Fourier transform. As demonstrated in section 2.5, a violation of the sampling theorem due to the reduced FOV leads to a superposition of periodic repetitions of the original full FOV image $\hat{\rho}$. This means that each pixel $I^k$ in the accelerated image acquired with coil $k$ consists of a superposition of $R$ (the acceleration factor) pixels from $\hat{\rho}$, which are weighted according to the values of the coil sensitivities $C^k$ at the corresponding pixel positions $l$.

$$I^k = \sum_{l=1}^{R} C^k_l \cdot \hat{\rho}_l$$  \hspace{1cm} (2.27)

The index $l$ counts from 1 to $R$ (corresponding to the number of pixels that are superimposed), and $k$ counts from 1 to the number of coils $N_c$. As shown in Figure 2.13 for $N_c = 4$ and $R = 2$, the pixels from all $N_c$ coils can be stacked in a single complex signal vector $\vec{I}$ with dimension $N_c \times 1$. The same can be done with all superimposed pixels from the full FOV image $\hat{\rho}$, which form an $R \times 1$ vector $\vec{\hat{\rho}}$. $C$ can then be written as an $N_c \times R$ matrix consisting of the coil
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The pixels from all \( N_c \) coils can be stacked in a single complex signal vector \( \vec{I} \) with dimension \( N_c \times 1 \). The same can be done with all superimposed pixels from the full FOV image \( \vec{\hat{\rho}} \), which form an \( R \times 1 \) vector \( \vec{\hat{\rho}} \). \( C \) can then be written as an \( N_c \times R \) matrix consisting of the coil sensitivities of all \( N_c \) coils at the \( R \) superimposed positions, which leads to a system of linear equations that can be written in matrix form:

\[
\begin{bmatrix}
I_1 \\
I_2 \\
I_3 \\
I_4
\end{bmatrix}
= \begin{bmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22} \\
C_{31} & C_{32} \\
C_{41} & C_{42}
\end{bmatrix}
\begin{bmatrix}
\hat{\rho}_1 \\
\hat{\rho}_2
\end{bmatrix}.
\]

This system of equations can be written in matrix form:

\[
\vec{I} = C \cdot \vec{\hat{\rho}}.
\]

If the coil sensitivity matrix \( C \) is known, the values of the original full FOV \( \vec{\hat{\rho}} \) can be recovered (unfolded) by means of a generalized inversion, e.g. the pseudoinverse \( \text{pinv}(C) = (C^H C)^{-1}C^H \):

\[
\vec{\hat{\rho}} = \text{pinv}(C) \cdot \vec{I}.
\]

This reconstruction step is then repeated for all pixels in the image with reduced field of view. While only 1D subsampling is discussed here, it is also possible to use the SENSE method in the case of 2D undersampling when a second phase encoding direction is used in 3D imaging [50].

For SENSE based image reconstruction, the coil sensitivity matrix \( C \) has to be known. The most simple method to estimate this information, which was also suggested in the original SENSE paper [3], is to perform a reference scan prior to the accelerated measurement. This is a fully sampled 3D scan with low spatial resolution and a total scan time of approximately 15
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seconds. As the coil sensitivities only consist of smooth signal changes, they can be captured with such a low resolution scan, which has the additional advantage of good SNR. It is obtained with both the body coil and the phased array coil. The images from each element of the array depict a modulation of the image $\hat{\rho}$ with the corresponding coil sensitivity $C^k$. The underlying image $\hat{\rho}$ is also obtained with the body coil, which means that estimates of the sensitivities $C^k$ can be obtained by a normalization of the images from the coil array by the body coil image. If it is not practical to use a body coil image, the SOS combination of the individual channels (equation 2.23) can also be used instead. The main disadvantage of this approach is the fact that patient motion between the reference scan and the accelerated scan, or during the accelerated scan, leads to incorrects in the estimated coil sensitivities. This leads to the development of autocalibrated methods (see section 2.7.5). An additional discussion about strategies to estimate the coil sensitivities and the effects of miscalibration can be found in section 2.7.6.

Even if the sensitivity matrix is known perfectly, SENSE reconstruction can only be performed if the matrix inversion in equation 2.30 is possible. It is evident that the number of superimposed pixels (corresponding to the acceleration factor) must not exceed the number of receive coils, as this results in an underdetermined system of equations. While it is possible to use the SENSE method with arbitrary coil configurations, it is important that the used phased array coil delivers independent information in the dimension that is undersampled (the independence of information in different channels of a coil array is discussed in more detail in the context of coil compression in section 2.7.3). If the different coils have a significant overlap, the matrix inversion in equation 2.30 is challenging because the rows of the sensitivity matrix $C$ become linearly dependent. This leads to noise amplification in the reconstructed image, and can be quantified by means of the so called geometry factor ($g$-factor) $g_i$ [3]:

$$g_i = \sqrt{\text{diag}\{(CHC)^{-1}\} \text{diag}\{(CHC)\}} \geq 1. \quad (2.31)$$

In equation 2.31 diag stands for the diagonal matrix elements. The SNR of a SENSE accelerated image ($SNR_{acc}^i$) is given by (see the original SENSE paper [3] for a derivation of these relations):

$$SNR_{acc}^i = \frac{SNR_{full}^i}{g_i \sqrt{R}}. \quad (2.32)$$

This is illustrated in Figure 2.14, which shows a SENSE reconstruction with acceleration factors $R = 2, 3, 4$ for a 4 channel data set. The coil sensitivities were estimated with a normalization of the individual coil images $\hat{\rho}_k$ by the corresponding SOS combination $\hat{\rho}_{SOS}$ (equation 2.23), followed by filtering with a 2D Gaussian low pass filter. While the reconstruction for $R = 2$ yields an almost perfect image, the result for $R = 3$ is already slightly corrupted by noise and residual aliasing artifacts. Pronounced non-uniform noise enhancement can be observed in the case of $R = 4$. Note that noise amplification is highest in the central parts of the image, due to the highest amount of overlap of the coil sensitivities in this region.

2.7.5 GRAPPA Reconstruction

In contrast to SENSE, GRAPPA [4] is a $k$-space based method. This means that rather than trying to unfold the aliased images, the goal is to recover the $k$-space coefficients that were
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(a) SENSE Reconstructions for different acceleration factors $R$.

(b) cross-section plots across a vertical line indicated in the reconstruction for $R = 2$ in (a).

(c) Sensitivities used for SENSE reconstructions in (a).

Figure 2.14: SENSE reconstruction with acceleration factors $R = 2, 3, 4$ for a 4 channel data set. While the reconstruction for $R = 2$ yields an almost perfect image, the result for $R = 3$ is already slightly corrupted by noise and residual aliasing artifacts. Pronounced non-uniform noise enhancement can be observed in the case of $R = 4$. Note that noise amplification is highest in the central parts of the image, due to the highest amount of overlap of the coil sensitivities in this region (a). This is also illustrated by cross-section plots across a vertical line (direction of acceleration) of the reconstructions (b). Coil sensitivities were estimated with a normalization of the individual coil $\hat{\rho}_k$ images by the corresponding SOS combination $\hat{\rho}_{SOS}$ (equation 2.23), followed by filtering with a 2D Gaussian low pass filter (c).
not sampled during data acquisition. The key idea of the GRAPPA method is that due to the use of phased array coils, individual coil images consist of a modulation of the underlying spin density $\hat{\rho}$ and the coil sensitivity $C_k$. This means that the acquired $k$-space data is a convolution of the Fourier transform of $\hat{\rho}$ with the Fourier transform of $C_k$. This operation distributes the information that is stored in a single $k$-space data point to its neighbors. Therefore, it is possible to recover missing points by a weighted linear combination of adjacent samples. The weights that are used during this interpolation procedure represent the influence of the coil sensitivities, and have to be estimated prior to the reconstruction. This is done with the additional acquisition of so called autocalibration-signal (ACS) lines at the center of $k$-space. In line with the previous section, only 1D subsampling in a single phase encoding direction (denoted as the $y$ dimension for the remainder of the section) is considered to simplify the notation. Similar to the situation in SENSE, an extension to 2D subsampling of two phase encoding directions for 3D imaging is straightforward [51].

The signals from all coils at a certain $k$-space position $k_y$ can be stacked in a single $1 \times N_c$ signal vector $\hat{s}$. This vector can then be fitted to an ACS sample point $\hat{s}_{acs}(m)$ at the position $k_y + m \cdot \Delta k_y$, where $m$ runs from 1 to $R - 1$:

$$\hat{s}_{acs}(m) = w(m) \cdot \hat{s}.$$  

(2.33)

The matrix $w^{(m)}$ has the dimension $N_c \times N_c$ and shifts $k$-space data points by $m \Delta k_y$. A more general implementation fits multiple source points in the source vector $\hat{s}_{src}$ simultaneously to multiple target points $\hat{s}_{trg}$. For this purpose, a GRAPPA reconstruction kernel is constructed, which consists of $N_x \times N_y$ source points that are fit to $R - 1$ target points for all coils simultaneously. This is illustrated in Figure 2.15 for $R = 4$ undersampling with 12 ACS lines and a $5 \times 2$ GRAPPA kernel. The number of source points in $\hat{s}_{src}$ is $N_{src} = N_c \cdot N_x \cdot N_y$, and the number of target points in $\hat{s}_{trg}$ is $N_{trg} = N_c \cdot (R - 1)$. It can be seen from Figure 2.15 that the GRAPPA kernel can be found multiple times within the ACS data block. By sliding the kernel through the ACS data, the fitting procedure becomes overdetermined, which improves the robustness of the estimated GRAPPA coefficients. If $N_{rep}$ is the number of repetitions of the GRAPPA kernel in the ACS data block, all source data points can be assembled in a single matrix $S_{src}$ of dimension $N_{src} \times N_{rep}$ and all target points in a matrix $S_{trg}$ of dimension $N_{trg} \times N_{rep}$. A matrix $W$ of GRAPPA coefficients with dimension $N_{trg} \times N_{src}$ can then be estimated by:

$$W = S_{trg} \cdot \text{pinv}(S_{src}).$$  

(2.35)

The GRAPPA coefficient matrix $W$ can then be used to calculate missing data points from acquired samples $S_{acq}$:

$$S_{clc} = W \cdot S_{acq}.$$  

(2.36)

$S_{clc}$ is comprised of all $R - 1$ missing data points for all coils $N_c$. By sliding the GRAPPA kernel through all $k$-space positions $k_x$ and $k_y$ of the undersampled data set, all missing points at positions $(k_x, k_y + m \Delta k_y)$ are recovered. Therefore the result of the GRAPPA reconstruction is a complete set of $k$-space data for all coils. To reconstruct an image, individual coil images are
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Figure 2.15: Illustration of GRAPPA reconstruction for acceleration factor $R = 4$, using 12 ACS lines and a $5 \times 2$ GRAPPA reconstruction kernel (see text for details).

generated with the use of an inverse Fourier transform, and the resulting images are combined to a single final image (e.g. by using the SOS combination of equation 2.23).

Figure 2.16 shows a GRAPPA reconstruction with acceleration factors $R \approx 2, 3, 4$ for the same 4 channel data set that was used in the SENSE section (2.7.4). 12 ACS lines at the center of $k$-space were used to estimate the GRAPPA coefficients, yielding slightly lower total acceleration factors than for the SENSE reconstructions of Figure 2.14. A $5 \times 5$ GRAPPA kernel was used. Similar to the SENSE case, the reconstruction for $R = 2$ yields an almost perfect image, the result for $R = 3$ is already slightly corrupted by noise and residual aliasing artifacts and pronounced non-uniform noise enhancement can be observed in the case of $R = 4$. The output of a single coil of the GRAPPA reconstruction, as well as the corresponding individual coil image, is also displayed in Figure 2.16. The striped patterns in $k$-space, resulting from inconsistencies between acquired data and data points that were reconstructed with GRAPPA can clearly be depicted in the cases of $R = 3$ and especially $R = 4$.

2.7.6 Estimation of coil sensitivities and extensions of SENSE and GRAPPA

One of the key steps in both SENSE and GRAPPA is an accurate estimation of the sensitivity profiles of the coil array that was used during data acquisition. One of the main differences between the two methods is that for SENSE, an explicit estimation of the sensitivities has to be performed, usually with the use of a pre-scan prior to the accelerated measurement. In contrast, no direct estimation of the the sensitivities is performed in GRAPPA, as this information is encoded in the reconstruction coefficients. As these coefficients are calculated directly from the undersampled data and individually for each reconstructed image, GRAPPA is called an auto-calibrated method. The assumption of this approach is that coil sensitivities vary only smoothly
Figure 2.16: GRAPPA reconstruction with acceleration factors $R = 2, 3, 4$ for a 4 channel data set. 12 ACS lines at the center of $k$-space were used to estimate the GRAPPA coefficients, yielding slightly lower total acceleration factors than the SENSE reconstructions of Figure 2.14 (a). Results of GRAPPA reconstructions of a single coil, as well as corresponding coil images after an inverse Fourier transform. The striped patterns in $k$-space, resulting from inconsistencies between acquired data and data points that were reconstructed with GRAPPA can clearly be depicted for $R = 3$ and especially $R = 4$ (b).
over the field of view and therefore can be estimated using only low frequency information located at the center of $k$-space. While GRAPPA is the most famous example of this approach, there are also formulations of autocalibrated SENSE, like mSENSE [52] (see [53] for a thorough review of autocalibration methods). The main advantage of this approach is that it is very robust with respect to patient motion, because all information that is needed to estimate the coil sensitivities is obtained directly from the undersampled data set. In the case of a reference-scan-based method, motion can lead to residual aliasing artifacts, as the sensitivity maps become incorrect if the patient position is not the same in the reference scan and the accelerated scans. This is illustrated in Figure 2.17 for two levels of rotational motion after the estimation of the coil sensitivities. It is notable that in the case of moderate motion (middle in Figure 2.17), the resulting aliasing artifacts do not severely deteriorate the reconstructed images. The reason is that the estimated coil sensitivities are smooth and still allow partial unfolding of the aliased pixels. Of course, if the range of motion increases, the reconstruction artifacts become more severe.

A disadvantage of autocalibration is that the actual acceleration factor that can be obtained in the accelerated scan is reduced due to the extra time needed for the encoding of the auto-calibration lines. For example, the acceleration factor for a 256 matrix with $R = 4$ and a fully sampled $k$-space center of 12 reference lines drops from 4 to approximately 3.4. It is important to note that this is only true for Cartesian acquisitions. In radial sampling, the center of $k$-space is automatically oversampled, and no additional calibration lines have to be acquired. This means that radial trajectories are ideally suited for autocalibration methods. Another problem of autocalibrated methods arises if the measurement is limited in terms of SNR, e.g. for late echoes in a multi-echo acquisition [54]. In these cases, as coil sensitivities are estimated directly from this data, they also exhibit low SNR and therefore limit the quality of the parallel imaging reconstruction. In contrast, even if the SNR of an individual accelerated scan is low, the coil sensitivity information is always obtained from a measurement with high SNR in the case of a reference scan based method.

A recent development was the introduction of modeling parallel imaging as a nonlinear inversion problem [6,7]. In this way, both the coil sensitivities and the image content are treated as unknowns and are jointly estimated during the iterations. The main advantage of this approach is that all available measurement data can be used in the coil estimation process, not only the dedicated autocalibration lines. This leads to an improved estimation of the sensitivities and is discussed in more detail in chapter 5.

Sections 2.7.4 and 2.7.5 only described Cartesian undersampling. In the case of SENSE, extensions to non-Cartesian sampling trajectories are possible. The first generalized approach that allowed to reconstruct data from arbitrary trajectories was called iterative- or CG-SENSE [55]. The situation is more complicated in the case of GRAPPA, as it has to be guaranteed that the undersampling pattern can be found in the ACS data block. This is a very active field of current research [56–59].

Acceleration is especially important in dynamic imaging when a high temporal resolution is required. This lead to the development of specialized methods, which are tailored to dynamic applications [60–62].
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2.8 Formulation of image reconstruction as an inverse problem

The last sections described the individual steps that are necessary during MR image reconstruction in detail. In this section, it is demonstrated that this process can also be formulated as an inverse problem. The advantage of this approach is that it provides a very general framework which allows to integrate non-Cartesian image reconstruction, undersampling and various parallel imaging methods. It is also possible make use of the large number of mathematical methods for regularization of inverse problems, which provide more advanced methods than the simple pseudo-inverse in equations 2.30 and 2.35. This leads to the concepts of regularized and constrained image reconstruction which are discussed in more detail in section 2.9 and chapters 4 and 5.

If all sampled discrete data points are stored in a single signal vector $\vec{s}$, the goal of image reconstruction is to estimate a single image vector $\vec{u}$ consisting of $N^2$ pixel values in the case of an $N \times N$ image matrix. The so called forward problem describes the mapping of a reconstructed image $\vec{u}$ to the measured $k$-space data $\vec{s}$:

$$K\vec{u} = \vec{s}. \quad (2.37)$$

As all operations that were used for parallel imaging and reconstruction from non-Cartesian data up to now are linear, they can be combined in a single matrix $K$, which is called is the forward operator, or system matrix. A schematic representation of the steps that are performed by $K$ and it’s adjoint matrix $K^H$ is given in Figure 2.18. In both cases, estimations of the coil sensitivities need to be available and have to be determined in a previous step. A formulation where joint image reconstruction and estimation of the sensitivities is performed is described...
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**System Matrix \(K\):**
- Image vector \(\vec{u}\)
  - Reshape to image matrix
  - Multiply with coil sensitivity profile
  - Deapodization
  - 2D Fourier transform
  - Inverse gridding on sampling trajectory
  - Corresponding data vector \(\vec{s}\)

**Adjoint System Matrix \(K^H\):**
- Data vector \(\vec{s}\)
  - Extract data from single coil
  - Interpolation on cartesian grid (gridding)
  - Inverse 2D Fourier transform
  - Deapodization
  - Multiply with inverse coil sensitivity profile
  - Corresponding image vector \(\vec{u}\)

Figure 2.18: Schematic representation of the steps that are performed by the system matrix \(K\) and the adjoint matrix \(K^H\), adapted from [1]. Input to \(K\) is an image vector \(\vec{u}\) of length \(N^2 \times 1\) in the case of an \(N \times N\) image matrix, and the output is a \(k\)-space data vector \(\vec{s}\) with sample points on an arbitrary trajectory from a single individual coil. The length of this vector depends on the specific sampling pattern and the amount of undersampling that was used during data acquisition. In the case of the adjoint matrix \(K^H\), the input is a data vector \(\vec{s}\) from a single coil, and the output is an image vector \(\vec{u}\) corresponding to an \(N \times N\) image matrix without modulation by the coil sensitivity. In both cases, estimations of the coil sensitivities need to be available and have to be determined in a previous step.
in chapter 5. Image reconstruction can then be seen as a solution of the corresponding inverse problem. In the case of undersampling (sections 2.5 and 2.7.1), the length of $\vec{s}$ is smaller the length of $\vec{u}$, which leads to an underdetermined problem. Therefore, instead of a direct inversion of equation 2.37, it is advantageous to iteratively estimate an image vector $\hat{\vec{u}}$ that fits the data vector $\vec{s}$. The goal of iterative image reconstruction is to find an optimal $\hat{\vec{u}}$ that minimizes:

$$\hat{\vec{u}} = \min \frac{1}{2} \| K \vec{u} - \vec{s} \|_2^2. \quad (2.38)$$

### 2.9 Constrained Reconstruction

The key idea of constrained reconstruction methods is to incorporate additional a-priori knowledge about the structure of the solution of the image reconstruction problem, to compensate for the lack of sufficient measurement data. The potential danger of this approach lies in the fact that integration of the wrong a-priori information can introduce new artifacts (in the case of TV, introduction of staircasing artifacts is a typical example). Therefore, it is a very important task in constrained reconstruction to integrate the maximum amount of a-priori information that still delivers unbiased results.

The term constrained MR image reconstruction includes a wide range of strategies which date back already a considerable amount of time. Probably the simplest approach that falls into this category is half-Fourier imaging, which was already described 25 years ago [63], and exploits the fact that the frequency representation of a real valued function is redundant, and missing data can therefore be recovered based on Hermitian symmetry of acquired sample points. A comprehensive revision of early (before 1992) methods for constrained image reconstruction can be found in [64].

Keeping the notation of image reconstruction as an inverse problem, equation 2.38 can be generalized to incorporate a-priori information:

$$\hat{\vec{u}} = \min \frac{1}{2} \| K \vec{u} - \vec{s} \|_2^2 + \sum_i \lambda_i R_i(\vec{u}). \quad (2.39)$$

In equation 2.39 $R_i$ are dedicated penalty terms, which are added to the cost function that has to be minimized, a process that is commonly known as regularization. Image reconstruction is then reformulated a constrained optimization problem. The penalty terms have to be designed such that the minimal value of the cost function that is minimized is achieved for certain solutions, which are most consistent with the a-priori information. The first term in equation 2.39 is the so called data fidelity term, which ensures that the solution of the optimization problem is still consistent with the acquired data (otherwise, the minimum of $\vec{u}$ could be found by just setting the elements to $-\infty$). It should be noted that as real world measurement data is always corrupted by noise, it is not optimal to strictly enforce $\| K \vec{u} - \vec{s} \|_2^2$ to be exactly 0, but rather to keep it below some small scalar $\epsilon > 0$. Balancing of different penalty terms and the data consistency term is performed with the adjustment of the so called regularization parameters $\lambda_i$.

The choice of $R_i$ is essential for the success of any approach for constrained image reconstruction from undersampled data. Chapter 4 aims to contribute to the task of developing dedicated
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Table 2.1: Values of the TV penalty for the undersampled images from Figure 2.9.

<table>
<thead>
<tr>
<th>Data set</th>
<th>TV-norm (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original fully sampled image</td>
<td>2801</td>
</tr>
<tr>
<td>Radial sampling, 256 projections</td>
<td>3255</td>
</tr>
<tr>
<td>Radial sampling, 128 projections</td>
<td>4493</td>
</tr>
<tr>
<td>Radial sampling, 64 projections</td>
<td>6274</td>
</tr>
<tr>
<td>Radial sampling, 32 projections</td>
<td>8281</td>
</tr>
<tr>
<td>Cartesian sampling, $R = 2$</td>
<td>3207</td>
</tr>
<tr>
<td>Cartesian sampling, $R = 4$</td>
<td>2993</td>
</tr>
<tr>
<td>Cartesian sampling, $R = 4$ (2D)</td>
<td>3973</td>
</tr>
</tbody>
</table>

penalty terms. A particular $R_i$ must assign a high value to a solution that contains aliasing artifacts and, in the optimal case, the lowest value to the solution that allows clear depiction of the underlying structures without aliasing artifacts. Unfortunately, this can almost never be achieved for real world data. In contrast, it is often possible in the case of specific phantoms which are tailor-made for a specific penalty term, but such results should be interpreted with care. There are always trade-offs, most often involving a balance between preservation of fine image features, and the existence of residual aliasing artifacts in the solution.

The Total Variation (TV), which is already known in the field of image denoising for almost 20 years [18], was recently introduced as a penalty term for undersampled radial imaging [1,19]. The TV norm is an L1 penalty of the gradient of the solution:

$$TV(u) = \int_\Omega |\nabla u| \, dx,$$

(2.40)

where $\Omega$ is the image domain. A more detailed discussion of TV is given in chapters 4 and 5, but basically, the assumption of TV is that an image consists of areas that are piecewise constant, and discontinuities or “jumps” of image contrast are penalized. Therefore it is ideally suited as a penalty term for undersampled radial imaging, because radial undersampling causes streaking artifacts, which are represented very well by TV. To illustrate this, the values of the TV-norm for the undersampling examples of Figure 2.9 are given in table 2.1. It can be observed that the increasing amount of streaking artifacts due to the reduction of radial projections is depicted very well with the TV-norm. On the other hand, this penalty is not particularly suited for regular Cartesian undersampling. It is especially noticeable that subsampling with $R = 4$ has a lower TV value than $R = 2$, and a lower value than radial sampling with 256 projections, where the streaking artifacts are almost unnoticeable to the eye. An essential element of TV is the use of the L1 norm in equation 2.40, which is responsible for the fact that TV preserves sharp edges in the reconstructions [18].

During the last years, the interest in constrained image reconstruction increased dramatically. This was triggered by the discovery of the theory of compressed sensing [14,15]. MR image reconstruction of undersampled data was quickly identified to be an interesting application of
compressed sensing [16,17]. Compressed sensing can be seen as a theoretical basis for L1-norm based image reconstruction, and it was shown that it can be applied successfully to various MRI applications [16,17,20,65].

2.10 Evaluation of Image Quality and Validation of Image Reconstruction Algorithms

It was already mentioned that the introduction of a-priori knowledge can lead to new artifacts or biased results. Therefore, proper evaluation of image quality is a very important task. One of the key problems is the absence of a quantitative metric to classify the image quality of reconstructions from undersampled data, let alone the diagnostic value of the images. This is the subject of ongoing research, and first results were recently presented [66,67]. The pixel by pixel root mean square (RMS) difference to a fully sampled gold standard image is used de-facto-standard as a measure of image quality in the literature. However, the main problem of this approach is that it cannot be used in real world applications, due to the lack of a fully sampled gold standard. Another problem is that quantitative metrics are usually integral measures. This means that they are very sensitive toward global changes of intensity values, but can be rather insensitive with respect to artifacts which only appear in a small, localized region. Unfortunately such artifacts can be misleading in terms of the diagnostic content of the image.

This means that clinical studies to investigate the potential of new image reconstruction strategies are essential, and basically the only possibility to assess the practical applicability of a specific method. For the rather young strategy of L1-constrained image reconstruction methods this is currently a very active field of research. Initial results of the first clinical study were recently reported for pediatric imaging [68].
Chapter 3

Adapted Random Sampling Patterns for Accelerated MRI

3.1 Introduction

Parallel Imaging (PI) is a well established strategy for scan time reduction in MRI, and methods like SENSE [3] and GRAPPA [4] are already routinely used in clinical exams. While conventional Cartesian subsampling is still the gold standard in most applications, alternative sampling patterns have been investigated for many years. Examples include non-Cartesian imaging strategies like radials [69] or spirals [70] and variable density sampling patterns [71–74]. The reason for the increasing interest in non-Cartesian trajectories are recent advances in MR-hardware, especially concerning the stability and linearity of the gradient system.

Within the framework of compressed sensing, Lustig et al. [16, 75] proposed the idea of randomized Cartesian subsampling. These randomized sampling patterns can be generated from Monte-Carlo simulations. With this approach, a probability density function (pdf) is constructed, and sampling pattern indices are drawn randomly according to that density. This leaves the problem of designing a pdf that will generate a suitable sampling pattern, and especially of determining the correct ratio of low to high frequency sample points. A common approach uses a density function which is proportional to a power of the distance from the origin in $k$-space. However, such strategies require optimization of one or even more design parameters which have a great influence on the reconstruction quality and depend on a suitably chosen mathematical model involving these parameters.

The goal of this work is to show that it is possible to construct an adapted random sampling pattern from a pdf that is generated by using measured $k$-space data as a reference, which automatically ensures an appropriate distribution of sample points. These sampling patterns are then used for conventional parallel imaging.

---

1This chapter is based on the publication Adapted Random Sampling Patterns for Highly Accelerated MRI, Magnetic Resonance Materials in Physics, Biology and Medicine (2011) [21].
3.2 Theory

Random sampling patterns are one of the key ingredients in compressed sensing. They allow variable density sampling by distributing the sampling points according to a specified probability density function (pdf). Their main advantage is the fact that the resulting subsampling artifacts are incoherent.

In their work on compressed sensing, Lustig et al. [16] used a density function based on a polynomial function of the distance to the origin. Specifically, if $k_y$ and $k_z$ denote the $k$-space coefficients in the two phase encoding directions of a 3D data set, and $N$ and $M$ are the number of phase encoding steps in $y$ and $z$ direction, the pdf was given by

$$\left(1 - \frac{1}{\sqrt{2NM}} \sqrt{k_y^2 + k_z^2}\right)^p$$

for a suitably chosen $p$. Since in general the magnitude of the Fourier coefficients of medical images does not obey a simple power law, this leaves open the question of choosing an appropriate exponent for the pdf which best approximates that distribution. Additionally, these sampling patterns usually contain an area with a user defined radius around the center of $k$-space where all sampling points are included. It was shown for compressed sensing that this improves the reconstruction quality, as the fully sampled low frequency $k$-space information can be used to estimate phase variations [16]. It is even more important for autocalibrated parallel imaging methods, because the sample points at the center of $k$-space are used to obtain the necessary information about the coil sensitivities. Suboptimal choice of these design parameters can lead to significantly lower image quality.

We therefore propose to generate a pdf which is directly based on the power spectrum of a template image. It is our observation that a template taken from any reasonably similar medical image data set will give good results: For the purpose of generating a suitable sampling pattern, only an estimation of the ratio of low to high frequency sample points has to be obtained. This merely depends on a similar distribution of the magnitude of $k$-space values, not similarity of magnitude and phase, which would require agreement in anatomical details. This also corresponds to the findings in [71] for the generalization potential of one dimensional variable density subsampling.

Specifically, the proposed method is as follows: Given a template image, we take the magnitude of its Fourier transform, scaled such that the integral is one. If multiple slices are acquired during this reference measurement, this step is repeated for all slices of the template data set and the results are averaged to increase robustness. Of course, if 3D sampling is performed for the reference measurement, an inverse Fourier transform has to be applied in the slice direction prior to the estimation of the pdf. However, as demonstrated by the results of this work, the method already has impressive generalization characteristics if only a single slice is used as a template. Using the template as a probability density function, we compute the corresponding cumulative probability density function (cdf). A random number uniformly distributed between 0 and 1 is then generated for each possible sampling point on a fixed uniform Cartesian grid defined by the desired image resolution. We accept a sampling point if the corresponding random number is less than the cdf for this coordinate. This is repeated until enough unique sampling points are generated such that the prescribed acceleration factor is reached. The whole procedure is repeated several times, and the sampling pattern with the least coherence is taken.
3.3. MATERIALS AND METHODS

3.3.1 Downsampling experiments

The goal of the first experiment was to evaluate the proposed method against conventional, established sampling patterns. A fully sampled $T_2$ weighted 2D turbo spin echo scan of the brain of a healthy volunteer was acquired on a clinical 3T scanner (Siemens Magnetom TIM Trio, Erlangen, Germany) with a 32 channel head coil. Sequence parameters were repetition time TR=5000ms, echo time TE=99ms, turbo factor 10, matrix size $(x,y)=(256,256)$, 10 slices with a slice thickness of 4mm and an in-plane resolution of 0.86mm $\times$ 0.86mm. The raw data set was exported from the scanner and then subsampled, to simulate an accelerated acquisition. Downsampling was conducted with different sampling patterns, using reduction factors of R=4 and R=9. For the proposed method, the pdf was created using a data set from a scan of a different volunteer with the same sequence parameters, which was acquired several weeks earlier. The results were compared to reconstructions using established sampling patterns using the polynomial distribution [16] given above. Image reconstruction was performed using GRAPPA [4]. A 2D $5 \times 5$ GRAPPA kernel was used in all reconstructions, with Tikhonov regularization in the calibration step. To deal with random sampling patterns, the implementation described in
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in [20] was used. All reconstructions were carried out slice by slice. Prior to image reconstruction, an SVD based coil compression scheme, as described in section 2.7.3, was used to reduce the computational load. 12 virtual channels were used in all experiments.

To test the generalization potential of the method, additional experiments were undertaken where different templates were used to generate the pdf. The same undersampled data set was used as in the comparison of different sampling patterns, and the following images were used as templates:

1. A single slice of the same data set, adjacent to the slice that was subsampled and reconstructed was used. Therefore, the anatomy is very similar to that in the undersampled image.

2. A 90 degree clockwise rotation of template 1.

3. A single slice from the same data set as template 1, measured at a more cranial position. This lead to slight changes in the imaged anatomy as the ventricles are no longer in the field of view, and slightly changes the size of the support of the image.

4. A single slice of a data set of a different volunteer, obtained with a different receive coil (12 channel head coil) with different image contrast. A gradient echo sequence was used with the following sequence parameters: repetition time TR=68ms, echo time TE=5ms, matrix size (x,y)=(256,256), slice thickness of 5mm and an in-plane resolution of 0.89mm × 0.89mm.

5. A single slice of the sample data set from template 4, measured at a more caudal position. This lead to fundamental changes of the imaged anatomy and represents situations when unexpected anatomy is present in the undersampled image.

The goal of the next experiment was to test the applicability of the proposed method for a different anatomy. A fully sampled 2D spin echo scan of the knee of a healthy volunteer was acquired at 3T, using an 8 channel knee coil. Sequence parameters were repetition time TR=1800ms, echo time TE=18ms, matrix size (x,y)=(192,192) covering a FOV of 150mm x 150mm, 10 slices with a slice thickness of 2mm. The raw data set was exported from the scanner and compressed to 4 virtual channels, again by means of an SVD based coil compression scheme after visual inspection of the singular values. A different slice from this data set was used as the template to generate the pdf. Downsampling was conducted with R=2 and R=4. This lower amount of acceleration in comparison to the previous experiments was used due to the lower number of receive channels of the knee coil.

3.3.2 Accelerated in vivo measurements

Accelerated measurements of the brain of a healthy volunteer were performed at 3T (Siemens Magnetom TIM Trio, Erlangen, Germany) with a 32 channel head coil. The 32 receive channels were again compressed to 12 virtual coils. A 3D gradient echo sequence was used which was modified by including a binary 2D mask that defined the randomized subsampled pattern. The
following sequence parameters were used: repetition time TR=30ms, echo time TE=6.4ms, flip angle FA=13°, matrix size (x,y,z)=(256,256,256), isotropic spatial resolution of 1mm. Subsampling with reduction factors R=4 and R=10 was performed. In all cases, pre-calculated sampling patterns for transversal scans of the brain were used, which were generated with the use of a pdf that was obtained from a single slice-reference scan of a different volunteer several weeks before the accelerated measurements. The reference measurement was performed with a 2D gradient echo sequence and with different sequence parameters (repetition time TR=20ms, echo time TE=3.5ms, flip angle FA=18°, matrix size (x,y)=(256,256), slice thickness 3mm) to test the robustness of the method. In addition, a 12 channel head coil was used instead of the 32 channel coil of the accelerated measurements. Raw data was exported from the scanner, a 1D Fourier transform was performed along the readout direction, and partitions orthogonal to this axis were reconstructed offline.

3.4 Results

Using the method presented in [16], random patterns with \((1 - r)^p\) polynomial distributions were generated for polynomial powers from 2 to 20 for acceleration factor R=4 and 4 to 20 for R=9, and the RMS difference of the corresponding GRAPPA reconstructions to the original unaccelerated image was calculated. All experiments were repeated three times, and the mean RMS values were calculated. The choice \(p=8\) resulted in the lowest RMS error for R=4 while \(p=5\) was the optimal choice for R=9.

Figure 3.2 displays undersampled k-spaces and GRAPPA reconstruction results for all tested sampling patterns and subsampling factors. To illustrate the importance of the optimization of the polynomial order \(p\) for the reconstruction quality, results are also shown for a conventional, non-optimized \(p\). Reconstructions of optimized polynomial and template based patterns are almost free of artifacts for an acceleration factor of R=4, while the non-optimized version already shows some corruption due to incoherent aliasing. At reduction factors of R=9, all reconstructions show residual aliasing. However, optimized patterns and the proposed template based method are again comparable, while the amount of aliasing in the non-optimized case is significantly higher.

Figure 3.3 shows the comparison when different templates are used to generate the sampling pattern. The template of the first column is very close to the undersampled target image, which means that it is not surprising that the generated sampling pattern represents a proper distribution of the ratio of high to low k-space points. However, even with increasing deviation from the exact anatomy of the first template, the generated patterns still allow to reconstruct images with almost the same quality. This behavior is the same for moderate (R=4) and high acceleration (R=9), which demonstrates that exact anatomical details do not have to be known when generating sampling patterns with the proposed method.

RMS differences to an SOS image of the original fully sampled data set are given in Table 3.1. Experiments were each repeated 10 times for different sampling patterns generated from the same pdf, and mean values and standard deviations were calculated. While the results of
Figure 3.2: Comparison of reconstruction results for different sampling patterns: Random sampling with non-optimized (left) and optimized (middle) polynomial powers, and the proposed template based method (right) for acceleration factors of R=4 and R=9. The k-space data sets of the different sampling strategies (two top rows) and GRAPPA reconstructions (two bottom rows) are shown.
Figure 3.3: Comparison of reconstruction results when different templates are used to generate the sampling pattern. An adjacent slice of the same data set as the undersampled slice (first column), a rotation of this slice (second column), a more cranial slice with slightly different anatomy and size of the head (third column), a data set of a different volunteer with different contrast (fourth column) and completely different anatomy (fifth column) were used. The templates, corresponding sampling patterns and GRAPPA reconstructions are shown for R=4 and R=9.
optimized polynomials and the template based method are comparable, the errors of unoptimized polynomials are significantly higher.

Table 3.2 displays the results of RMS differences to the fully sampled reference data set when different templates were used. Like in the evaluation of Table 3.1, calculations were repeated 10 times for different sampling patterns generated from the same pdf. When compared with the results of Table 3.1, it can be seen that differences of the reconstruction error are far less pronounced for different templates than in the case of different sampling patterns. For both undersampling factors, the worst result was achieved in the case of the 90 degree rotation of the template. However, all errors are significantly lower than for the case of the non-optimized polynomial pattern in Table 3.1.

To illustrate the application of the proposed method in anatomic regions outside the brain, Figure 3.4 displays the template image, the fully sampled gold standard, sampling patterns, zero-filled SOS images, GRAPPA reconstructions and reconstructed $k$-spaces of the undersampled measurements of the knee for $R=2$ and $R=4$. RMS differences to the fully sampled gold standard are $0.049 \pm 0.001$ for $R=2$ and $0.077 \pm 0.006$ for $R=4$. Visual inspection of the results shows that reconstructions are artifact-free for $R=2$, while the results for $R=4$ already show some degradation due to reduced SNR. Due to the adapted design of the sampling pattern conventional SOS reconstructions already deliver results with surprisingly high image quality.

Figure 3.5 displays the template image, sampling patterns, zero-filled SOS images, GRAPPA reconstructions and reconstructed $k$-spaces of a single slice of the accelerated in-vivo experiments. The results show the same characteristics as the subsampling experiments. Reconstructions are free of artifacts for $R=4$, while results for $R=10$ already show some corruptions due to decrease of SNR and incoherent aliasing.

### 3.5 Discussion

The results from Figure 3.2 as well as the RMS errors (Table 3.1) demonstrate that the proposed method leads to reconstructions with an image quality that is almost identical to that of optimized polynomial patterns. It can also be seen that the quality of non-optimized polynomial distributions is clearly inferior, which illustrates the importance of the parameter optimization process for model-based strategies. However, finding an optimal parameter is a procedure with

<table>
<thead>
<tr>
<th>Pattern</th>
<th>$R=4$</th>
<th>$R=9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-optimized Polynomial</td>
<td>$0.104 \pm 0.016$</td>
<td>$0.300 \pm 0.071$</td>
</tr>
<tr>
<td>Optimized Polynomial</td>
<td>$0.042 \pm 0.001$</td>
<td>$0.172 \pm 0.037$</td>
</tr>
<tr>
<td>Template</td>
<td>$0.048 \pm 0.004$</td>
<td>$0.165 \pm 0.055$</td>
</tr>
</tbody>
</table>
Table 3.2: Quantitative evaluation of the GRAPPA reconstruction errors of the experiments with different templates. RMS differences (a.u.) to an SOS image from the original fully sampled data set are shown. Means with standard deviations over 10 different patterns for the same pdf are shown.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>R=4</th>
<th>R=9</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2w</td>
<td>0.048 ± 0.004</td>
<td>0.147 ± 0.048</td>
</tr>
<tr>
<td>T2w rotated</td>
<td>0.057 ± 0.011</td>
<td>0.173 ± 0.082</td>
</tr>
<tr>
<td>T2w different slice</td>
<td>0.047 ± 0.001</td>
<td>0.148 ± 0.039</td>
</tr>
<tr>
<td>T1w</td>
<td>0.051 ± 0.001</td>
<td>0.111 ± 0.017</td>
</tr>
<tr>
<td>Different anatomy</td>
<td>0.047 ± 0.001</td>
<td>0.107 ± 0.027</td>
</tr>
</tbody>
</table>

Figure 3.4: Template image used to generate the sampling pattern, fully sampled gold standard and reconstruction results of the experiments with the knee data set are shown. Left column: Used sampling pattern. Middle left column: undersampled and zero-filled (SOS) images. Middle right column: GRAPPA reconstruction. Right column: $k$-space of corresponding GRAPPA reconstruction. Top row: R=2. Bottom row: R=4.
a very high computational load, because image reconstruction has to be repeated multiple times for the same data set. Additionally, in contrast to the proposed method where the patterns were generated with reference data, optimization of the design parameters was performed based on the data set to be subsampled and reconstructed. This approach was chosen in order to provide optimal conditions for the reference method, but it is of course unrealistic for a truly accelerated measurement in practice.

Another difficulty in parameter tuning is the need of a quantitative metric for image quality evaluation, since optimization based on visual inspection of the images will always lead to subjective results. In this work, the RMS difference to a fully sampled reference image was used. As mentioned in section 2.10, this measure is widely used in MR image analysis but does not capture image quality or diagnostic relevance of the reconstructed images very well. It also requires a corresponding gold standard image usually not available in a clinical setting. Additionally, the success of finding suitable parameters depends on the correct choice of a mathematical model (such as $1 - \sqrt{k_x^2 + k_y^2}^p$ as opposed to e.g. $(k_x^2 + k_y^2)^{-p}$, or even more complicated exponential models). In contrast, the proposed method does not require fixing a mathematical model a priori.

One reason for residual artifacts in the case of all random sampling patterns in this work is the fact that the distances between sample points in the outer regions of $k$-space increase and “holes” can appear in the sampling patterns, which are not completely covered by the extent of the GRAPPA reconstruction kernel. It is reasonable that image quality can be further increased by adding an additional constraint during the design of the sampling pattern, which ensures that a certain distance between adjacent sample points is not exceeded [20]. This will be the subject of further investigations.
As demonstrated in the results from Figure 3.3 and Table 3.2, the proposed method is very robust with respect to the choice of the reference data set, as only a similar distribution of the magnitude of $k$-space values is required, not similarity in image space. This distribution does not differ considerably for measurements of the same anatomical region, which is in agreement with the findings in [71]. Of course, the proposed method for generating sampling patterns is not limited to parallel imaging methods, it can also be used for compressed sensing.

3.6 Conclusion

It is demonstrated in this chapter that adapted variable density random sampling patterns can be generated with the use of template data sets. This approach yields results that are comparable to those of optimized model-based polynomial design strategies, and shows pronounced improvements in comparison to conventional, non-optimized polynomial distributions.
Chapter 4

Total Generalized Variation (TGV) for MRI

4.1 Introduction

Total Variation (TV) based strategies, which were originally designed for denoising of images [18] have recently gained wide interest for many MRI applications beyond denoising. Examples include regularization for parallel imaging [76, 77], the elimination of truncation artifacts [78], inpainting of sensitivity maps [79], their use as a regularization method for undersampled imaging techniques within the compressed sensing framework [16] as well as in iterative reconstruction of undersampled radial data sets [1, 19]. TV models have the main benefit that they are very well suited to remove random noise, incoherent noise-like artifacts from random subsampling and streaking artifacts from undersampled radial sampling, while preserving the edges in the image. However, the assumption of TV is that the images consist of regions, which are piecewise constant. Due to inhomogeneities of the exciting $B_1$ field of high field systems with 3T and above and of the receive coils, this assumption is often violated in practical MRI examinations. Additionally, even in situations when this is no severe problem, due to the assumption of piecewise constancy, the use of TV often leads to staircasing artifacts and results in patchy, cartoon-like images which appear unnatural.

This chapter introduces the new concept of Total Generalized Variation (TGV) as a penalty term for MRI problems. This mathematical theory has recently been developed [80], and while it is equivalent to TV in terms of edge preservation and noise removal, it can also be applied in imaging situations where the assumption that the image is piecewise constant is not valid. As a result, the application of TGV in MR imaging is far less restrictive. It is shown in this work that TGV can be applied for image denoising and during iterative image reconstruction of undersampled radial data sets from phased array coils, and yields results that are superior to conventional TV.

\[1\] This chapter is based on the publication Second Order Total Generalized Variation (TGV) for MRI, Magnetic Resonance in Medicine (2011) [22].
4.2 Theory

4.2.1 The Concept of Total Generalized Variation

The Total Generalized Variation introduced in [80] is a functional which is capable to measure, in some sense, image characteristics up to a certain order of differentiation. In this section, we will restrict ourselves to give a short introduction which is not rigorous in the mathematical sense. The reader interested in the mathematical background may find more information in the Appendix.

First, recall the definition of the Total Variation, which is, for a given image $u$, usually expressed as

$$TV(u) = \int_\Omega |\nabla u| \, dx,$$

(4.1)

The Total Generalized Variation of second-order which we will use throughout this chapter bases on this definition but is generalized to represent a minimization problem itself:

$$TGV^2_\alpha(u) = \min_v \alpha_1 \int_\Omega |\nabla u - v| \, dx + \alpha_0 \int_\Omega |\mathcal{E}(v)| \, dx$$

(4.2)

Here, the minimum is taken over all complex vector fields $v$ (e.g. including $\nabla u$) on $\Omega$ and $\mathcal{E}(v) = \frac{1}{2}(\nabla v + \nabla v^T)$ denotes the symmetrized derivative. Such a definition provides a way of balancing between the first and second derivative of a function (which is controlled by the ratio of positive weights $\alpha_0$ and $\alpha_1$). In contrast to that, TV only takes the first derivative into account. For compatibility with the usual TV semi-norm we let, $\alpha_1 = 1$ throughout the chapter. Moreover, according to our experience, the default value $\alpha_0 = 2$ is suitable for most applications and does not need to be tuned, hence, one can say that no additional parameters are introduced with TGV.

Let us briefly mention some general properties of the functional. First, as TGV is the semi-norm of a Banach space, associated variational problems fit well into the well-developed mathematical theory of convex optimization problems, especially with respect to analysis and computational realization. Moreover, each function of bounded variation admits a finite TGV value, making the notion suitable for images. This means in particular that piecewise constant images can be captured with the TGV model which even extends the TV model. Finally, TGV is translation invariant as well as rotationally invariant, meaning that it is in conformance with the requirement that images are measured independent from the actual viewpoint.

It turns out that using $TGV^2_\alpha$ as a regularizer leads to an absence of the staircasing effect which is often observed in Total Variation regularization. In the following, we like to give an intuitive explanation for this. In smooth regions of a given image $u$, the second derivative $\nabla^2 u$ is locally “small”. It is therefore beneficial for the minimization in problem in (4.2) to choose locally $v = \nabla u$ in these regions, resulting locally in the penalization of $\nabla^2 u$. On the other hand, in the neighborhood of edges, $\nabla^2 u$ will be considerably “larger” than $\nabla u$, so it is beneficial for the minimization of (4.2) to choose locally $v = 0$ there. This locally results in $TGV^2_\alpha$ measuring the first derivative which corresponds to the “jump”, i.e., the difference of the values of $u$ on one side of an edge compared to the other. Of course, this argumentation is only intuitively valid, the values of actual minimizers $v$ may be located anywhere “between” 0 and $\nabla u$. This balancing
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Figure 4.1: Denoising a ramp image with TV and TGV penalty. The noisy test image $f$ (left), its Total-Variation regularization (middle) and its Total-Generalized-Variation regularization (4.3) (right). The absence of staircasing artifacts for TGV can nicely be observed here.

leads to edges measured in $TGV^2_\alpha$ not being more “expensive” than a smooth function, which is similar to TV, but to smooth regions being “cheaper” than staircases in terms of $TGV^2_\alpha$, a feature which is absent in TV. Hence, Total Generalized Variation used as a penalty functional prefers images which appear more natural and, as we will see, leads to a more faithful reconstruction of MR images.

### 4.2.2 Application of TGV in MRI

The effects suggested in the previous subsection can in fact be observed when applied to MRI problems. One example is $TGV^2_\alpha$-based denoising which is briefly outlined in the following (for a detailed discussion of the noise suppression characteristics and a comparison with TV-based denoising, we refer to [80]). Given a noisy image $f \in L^2(\Omega)$, the denoised version $u$ is computed as the solution of the following problem.

**Method 1 (TGV image denoising)**

$$
\min_u \frac{1}{2} \int_{\Omega} (u - f)^2 \, dx + TGV^2_\alpha(u). \tag{4.3}
$$

We propose (4.3) to remove noise from MR images which can include smooth signal modulations.

Testing this method with a piecewise affine artificial image (see Figure 4.1) clearly reveals its advantage over usual TV-based denoising. Here, the original image consists of regions with vanishing second derivative and since $TGV^2_\alpha$ takes into account the second derivative as well as the edges, the method is able to reconstruct almost perfectly.

Besides image denoising, we propose to use $TGV^2_\alpha$ for image reconstruction of undersampled data from multiple coils. It was demonstrated in [1] that iterative image reconstruction with a TV constraint efficiently eliminates streaking artifacts originating from radial subsampling:

$$
\hat{u} = \min_u \frac{1}{2} \| Ku - s \|_2^2 + \lambda TV(u). \tag{4.4}
$$
However, the tendency of TV to produce staircasing artifacts in piecewise smooth images is again present. We therefore modify the problem to incorporate $TGV^2_\alpha$.

$$\hat{u} = \min \frac{1}{2} \| Ku - s \|^2_2 + \lambda TGV^2_\alpha(u). \quad (4.5)$$

Note that estimates of the coil sensitivities are needed in both equation 4.4 and equation 4.5. A formulation where joint image reconstruction and estimation of the sensitivities is performed is described in chapter 5.

The proposed approach was tested with a noise-free numerical Shepp-Logan phantom that was modulated with a simulated coil sensitivity generated with the use of Biot Savart’s law, to simulate the situation of undersampled radial multi channel acquisition. TGV yields again almost perfect reconstruction where conventional TV (4.4) suffers from staircasing artifacts (see Figure 4.2).

4.3 Materials and Methods

4.3.1 Application of TGV for denoising

Denoising was the first natural application for TGV. Two different data sets were acquired on a clinical 3T scanner (Siemens Magnetom TIM Trio, Erlangen, Germany). Written informed consent was obtained from all subjects prior to the examinations. The first measurement was a $T_1$ weighted 3D gradient echo scan of the prostate with injection of a contrast agent. Sequence parameters were $T_R = 3.3$ ms, $T_E = 1.1$ ms, flip angle $\alpha = 15^\circ$, matrix size $(x, y) = (256, 256)$, 20 slices, slice thickness 4 mm, in plane resolution 0.85 mm × 0.85 mm. The measurement showed severe signal inhomogeneities due to the exciting $B_1$ field and the surface coils used for reception [81]. Therefore, the assumption that the images consist of piecewise constant areas is violated.

The other test data set was a $T_2$ weighted turbo spin echo scan of the human brain, using a 32 channel receive coil. Sequence parameters were repetition time $T_R = 5000$ ms, echo time $T_E = 99$ ms, turbo factor 10, matrix size $(x, y) = (256, 256)$, 10 slices with a slice thickness of 4 mm and an in plane resolution of 0.86 mm × 0.86 mm. Complex Gaussian noise was then added to the original $k$-space data. The standard deviation of the added noise was chosen such that the ratio to the norm of the data was 1/15. With this approach, a high SNR gold standard was available which allowed objective comparison of the TV and TGV results. This measurement did not show pronounced signal inhomogeneities, and the goal of the experiments with TGV was to show that even in these cases, TV introduces staircase artifacts which do not represent the underlying signal from the tissue.

Both data sets were exported, and offline denoising was performed with conventional TV, as well as with a Matlab (R2009a, The MathWorks, Natick, MA, USA) implementation of TGV (4.3).
Figure 4.2: Reconstructions of a Shepp-Logan phantom from undersampled radial $k$-space data, modulated with a simulated coil sensitivity generated with the use of Biot-Savart’s law. Top row: Original test image of size $256 \times 256$ (left) and the corresponding radial sampling pattern with 24 radial spokes (right). Middle row: Conventional NUFFT Reconstruction (left), Minimum-TV-Solution (4.4) (middle) and Minimum-TGV$^2$-Solution (4.5) (right). Bottom row: Magnified views from the middle row.
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4.3.2 Image reconstruction of Subsampled Multicoil Radial Data with a TGV Constraint

Image reconstruction with TV regularization for subsampled radial data sets with removal of the intensity profiles and the phase of the individual coil elements prior to application of TV was first introduced by Block et al. [1]. Our TV reference implementation roughly follows this approach. Analogously to [1], it employs, prior to application of TV, for each coil, a reconstruction with a quadratic regularization on the derivative ($H^1$-regularization) followed by the convolution with a smoothing kernel. The sensitivities are then obtained by dividing by the sum of squares image for each coil element. All results were also compared to an iterative parallel imaging method of CG-SENSE type [55], using the same coil sensitivities as in the TV experiments.

The fully sampled 32 channel TSE brain data set from the denoising experiments was subsampled retrospectively, to simulate an accelerated acquisition. Data from 32, 24, 16 and 12 radial projections was obtained. As $\frac{\pi}{2} n$, projections (402 for $n = 256$ in our case) have to be acquired to obtain a fully sampled data set in line with the Nyquist criterion according to the literature [26], this corresponds to undersampling factors of approximately 12, 16, 25 and 33.

Finally, undersampled 2D radial spin echo measurements of the human brain were performed with a clinical 3T scanner (Siemens Magnetom TIM Trio, Erlangen, Germany) using a receive only 12 channel head coil. Sequence parameters were: $T_R = 2500$ ms, $T_E = 50$ ms, matrix size $(x, y) = (256, 256)$, slice thickness 2 mm, in plane resolution $0.78 \text{mm} \times 0.78 \text{mm}$. 96, 48, 32 and 24 projections were acquired, and the sampling direction of every second spoke was reversed to reduce artifacts from off-resonances [19]. Raw data was exported from the scanner, and image reconstruction was performed offline using a Matlab proof-of-principle implementation of the non-uniform fast Fourier transform (NUFFT) [33] and of the proposed TGV method (4.5).

Additionally, reconstruction was performed using an implementation which exploits the high parallelization potential of current graphic processing units (GPUs). It uses NVIDIA’s compute unified device architecture (CUDA) framework [82] and leads to a significant acceleration in comparison to the Matlab implementation, which is discussed in the section “Computational requirements”.

4.3.3 MR Image Reconstruction of Subsampled Spiral Data from Multiple Coils

Subsampled spiral raw data was constructed from a different slice of the same data set that was used for radial subsampling. A variable density spiral trajectory [70] with 48 interleaves was designed such that it resulted in full sampling of $k$-space according to the sampling theorem. Synthetic spiral data was then obtained by inverse gridding of the measured $k$-space raw data on these spiral arms. The NUFFT [33] was used for gridding and inverse gridding procedures. The data set was then subsampled by extracting subsets of 24, 16, and 12 spiral interleaves. This corresponds to undersampling of approximately 2.2, 3.3 and 4.3 in comparison to a fully sampled Cartesian scan.

The second spiral data set that was investigated in this work was provided by the International Society of Magnetic Resonance in Medicine (ISMRM) for their 2010 reconstruction
4.4 Results

4.4.1 Application of TGV for Denoising

Figure 4.3 shows the results from TV and TGV for the $T_1$ weighted scan of the human prostate. Both methods remove noise while maintaining sharp edges efficiently. However, in regions where the assumption that the image consists of areas that are piecewise constant is violated, it is not surprising that TV results are significantly corrupted by staircasing artifacts. TGV on the other hand works equally well in these regions, as already pointed out in Figure 4.1.

The original image with high SNR, the noisy image and results with TV and TGV for the $T_2$ weighted brain scan are displayed in Figure 4.4. Even in this data set, where the assumption that the image consists of areas that are piecewise constant is valid because there are neither severe $B_1$ signal inhomogeneities nor modulations from the receive coil, TV introduces additional staircases which cannot be found in the original image. This effect is almost eliminated with TGV.

4.4.2 Image Reconstruction of Subsampled Multicoil Radial Data with a TGV Constraint

Figure 4.5 and Figure 4.7 compare the reconstructions of the undersampled radial imaging experiments from retrospective subsampling and truly accelerated imaging. For comparison, the fully sampled image corresponding to the results of Figure 4.5 can be found in Figure 4.4.

It is not surprising that conventional NUFFT reconstructions show streaking artifacts which get worse as the number of projections is reduced. Both TV and TGV reconstructions eliminate streaking artifacts efficiently. For moderate subsampling, results with CG-SENSE are of compa-

2http://www.ismrm.org/10/recon/index.htm
Figure 4.3: TV (middle) and TGV (right) denoising results from the contrast enhanced $T_1$ weighted prostate scan. The images show smooth modulations due to inhomogeneities of the exciting $B_1$ field and the surface coils used for signal reception which lead to significant artifacts when conventional TV is applied.

Figure 4.4: Denoising experiments for the $T_2$ weighted brain scan. In the top row, the original image with high SNR (left) which has been contaminated with additive Gaussian noise (middle left) is shown. TV (middle right) and TGV (right) denoising results are displayed as well as magnified views of the respective images (middle and bottom rows). An example of an unwanted image feature that is introduced during denoising is highlighted by arrows.
Figure 4.5: Results from experiments with the $T_2$ weighted brain scan (256×256 matrix) using 32, 24 16 and 12 radial projections. The columns depict conventional NUFFT reconstructions (left), reconstructions with CG-SENSE (middle left), with a TV constraint (middle right) and with a TGV constraint (right), respectively. The original, fully sampled image is displayed in Figure 4.4.
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Figure 4.6: Magnified views of the same data as shown in Figure 4.5. The tendency of TV to introduce additional staircases is visible at the frontal interface of the ventricle (highlighted).

rable quality. While the results of TV and TGV are of roughly the same quality for all amounts of subsampling in all experiments, magnified views (Figure 4.6) again display staircasing artifacts in the TV results. While this is still a level of subsampling where CG-SENSE achieves acceptable results, effects of noise amplification are already visible. The difference between TV and TGV is subtle, but the tendency of TV to introduce staircases which are not present in the fully sampled image is clearly visible, e.g. at the frontal interface of the ventricle (highlighted region in Figure 4.6).

4.4.3 MR Image Reconstruction of Subsampled Spiral Data from Multiple Coils

Figure 4.8 shows the results from 2D TGV reconstruction of subsampled spiral data. As expected, conventional minimum norm solutions exhibit aliasing artifacts, which get increasingly worse as the number of interleaves is decreased. On the other hand, TGV reconstructions are artifact free for all levels of acceleration.

Figure 4.9 demonstrates the application of 3D TGV to a 3D stack of undersampled spiral angiography data. 4 different timeframes from the time series are displayed, showing the wash-in phase of the contrast agent. Again, undersampling artifacts are visible in the minimum norm solutions which are removed with TGV.
Figure 4.7: Radial image reconstructions of accelerated measurements of the human brain (256×256 matrix) from 96, 48, 32 and 24 projections. The columns depict conventional NUFFT reconstructions (left), reconstructions with CG-SENSE (middle left), with a TV constraint (middle right) and with a TGV constraint (right), respectively.
Figure 4.8: Reconstruction of subsampled spiral data of the brain. Conventional minimum norm solution (left column) and reconstruction with TGV regularization (right column). Results of undersampled data from 24, 16 and 12 spiral interleaves are shown.

4.5 Discussion

The results from this work demonstrate the advantages of TGV over conventional TV for both denoising and for constrained image reconstruction of undersampled data. While this is no real surprise for the results in Figure 4.3 because the TV assumption was violated in these cases, it is notable that even with quite homogeneous data sets like in Figures 4.4, 4.5, 4.6 and 4.7, TV introduces additional staircasing artifacts which lead to a more blocky, less faithful result when compared to the original image because the underlying assumption of piecewise constancy does not follow the underlying signal from the tissue well. However, it must be noted that in some situations, the cartoon type, piecewise constant features of TV might actually be desirable. For example, the interfaces between gray and white matter in in the magnified view of Figure 4.4 (third row) are artificially enhanced with the use of TV. Although TGV is also edge-preserving (as can be seen by comparing the sharp edges of TV and TGV at the periphery of the brain), this effect gives TV results a slightly “sharper” visual appearance. In the case of image reconstruction this effect can be noticed in Figure 4.6. Again, the edges and piecewise constant regions introduced in the TV results are more emphasized in comparison to the TGV results and even the original image.

As both TV and TGV introduce model based a-priori information, it is possible that this leads to losses in certain parts of the image, or the introduction of unwanted features. One example is highlighted by arrows in the second row of Figure 4.4. In this particular case, noise corruption resulted in a group of bright pixels, which were not eliminated during denoising.
Figure 4.9: Reconstruction of subsampled spiral data of synthetic MR-angiography data generated from a projection X-ray measurement. Conventional minimum norm solution (left column) and reconstruction with TGV regularization (right column). Timeframes 1, 5, 10 and 20 are displayed.
Therefore a bright spot remains in the denoised images, which might even be misinterpreted as a lesion. Of course this spot is also visible in the noisy image, but in this case a radiologist would be aware of the low SNR and be reluctant to base a diagnosis on such an image. The same holds true for fine details that are buried below the noise level. While it is possible to eliminate the noise, these features cannot be recovered. Therefore, if denoising is used, radiologists should always have access to the noisy data, too. In this way it is possible to identify wrong image features and missing details more easily, and an unjustified overestimation of the diagnostic value of the images can be prevented.

It is obvious that both variational approaches (TV and TGV based) clearly outperform conventional $L^2$ based parallel imaging. Comparable image quality is only achieved for moderate undersampling (96 projections for the 12 channel data set (Figure 4.7), 32 projections in the case of the 32 channel data (Figures 4.5, 4.6). Of course, if the degree of undersampling is too high, some features may be buried without chance of recovery with either method. The cases where extremely high undersampling is performed (e.g. using only 12 projections) in Figures 4.5 and 4.6 demonstrate these limits of the method.

### 4.5.1 Choice of the Regularization Parameter

TGV, like TV, needs a proper balancing between the regularization term and the data fidelity term. Overweighting of the TGV term removes image features while under weighting leads to residual noise or streaking artifacts in the image. In our current implementation, the right amount of regularization is determined in the following way. We start with very low regularization and then increase the parameter step by step until noise or artifacts are eliminated from the resulting image. An alternative would be the use of automatic strategies like L-curve [83] or discrepancy principles [84], which is the subject of future investigations. For the calculations of this work, the following weights were used: $\lambda = 0.02$ for prostate denoising (Figure 4.3), $\lambda = 0.01$ for brain denoising (Figure 4.4) and $\lambda = 8 \cdot 10^{-5}$ for all image reconstruction experiments, regardless of undersampling and the selected data set (Figures 4.5, 4.6, 4.7). Figure 4.10 demonstrates the influence of the regularization parameter on the reconstructed images for denoising and image reconstruction. Results with proper regularization, over-regularized ($\lambda_{\text{high}} = 5 \cdot \lambda_{\text{proper}}$) and under-regularized ($\lambda_{\text{low}} = 1/5 \cdot \lambda_{\text{proper}}$) images are shown. In the case of denoising, overweighting causes pronounced losses of object detail while residual noise remains in the image in the under regularized case. In contrast, image reconstruction is much more robust with respect to changes of the regularization parameter, which is an important condition when considering application in clinical practice. This also explains why excellent results were achieved with a “default” parameter for two different data sets and multiple levels of subsampling in the case of image reconstruction, while individual tuning had to be performed for denoising. The reason for this behavior is that in the case of image reconstruction the constraints (TV or TGV) only augment artifact reduction, while the main a-priori information is given by the coil sensitivity maps. This is illustrated by the fact that for moderate acceleration factors (32 projections for the 32 channel data set), reasonable reconstructions can be obtained with conventional CG-SENSE. In contrast, in the case of the denoising problem, the image model (TV or TGV) is the only a-priori information that controls the reconstructed image.
4.5. DISCUSSION

\[ \lambda_{\text{high}} = 5 \cdot \lambda_{\text{proper}} \]
\[ \lambda_{\text{proper}} \]
\[ \lambda_{\text{low}} = \frac{1}{5} \cdot \lambda_{\text{proper}} \]

Figure 4.10: Denoising (top row) and radial image reconstruction with 32 radial projections (256x256 matrix) from the downsampled (middle row), and the in-vivo accelerated (bottom row) experiments. Results with a high regularization weight (left), an appropriate weight (middle) and a low weight (right) are shown.

4.5.2 Computational Requirements

The computational load of the proposed TGV models is essentially that of solving the respective minimization problems numerically. These constitute non smooth convex optimization problems in high-dimensional spaces with degrees of freedom determined by the number of pixels in the image. Due to the extensive mathematical study of this problem class, efficient and robust abstract algorithms are available.

In our Matlab implementation, which can be run on recent desktop PCs and notebooks, we decided to use rather simple general purpose methods in order to show that the adaptation to TGV does not require much effort in code development. This served as the basis for the CUDA implementation which was designed to run on every PC with a recent NVIDIA graphics processing unit. While the algorithms for TGV and TV are essentially similar, one minor drawback of TGV in comparison to TV is the slightly higher computational load arising from the need to update more variables in each iteration step compared to the respective TV method. Our observations are that the NUFFT constitutes the main part of the computational effort and hence, TGV reconstruction needs only slightly more computation time than TV reconstruction (roughly the factor 1.1 in our proof-of-principle implementation). While this means that TGV currently can only be used in applications where offline image reconstruction or postprocessing is acceptable, this is the case for many iterative TV or compressed sensing methods, too.

As it has also been observed for TV based artifact elimination [24], TGV offers great possibilities of acceleration through parallelization. Using our CUDA-based implementation, the TGV
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reconstruction times of the radial reconstructions of the 32 channel data (Figure 4.5) and the 12 channel data (Figure 4.7) are displayed in Table 4.1. Calculations were performed on a conventional desktop PC (Intel Core 2 DUO E6600 2.40GHz, 2GB RAM). The CUDA implementation was compiled with release 3.0 of the NVCC compiler and was tested on a NVIDIA GTX480 GPU with 1536MB memory. For this test of computation time, the number of iterations of the reconstruction was based on visual inspection of the image quality. The reconstruction was stopped when further iterations did not change the visual appearance of the reconstructed image any more.

4.5.3 Extensions

Another advantage of TGV belonging to the well-examined class of convex regularization functionals is its versatile applicability to all kinds of variational problems. Roughly speaking, it can basically be used in all MRI applications in which the image is subject to optimization, in particular those where TV has already shown to work.

It is possible to use TGV as a regularizer that can be applied directly to array coil data of individual receiver channels. Thus, TGV can be used in combination with all parallel imaging reconstruction methods that first generate individual coil images, which are then combined to a single sum of squares image in the last step, like GRAPPA [4]. This is not easily possible with conventional TV because prior to the sum of squares combination, the individual coil images are still modulated with the sensitivities of the receiver coils which will lead to considerable staircasing artifacts, as illustrated in Figure 4.2.

Radial Sampling was chosen as the primary application for image reconstruction in this chapter, but of course it is also possible to use TGV as a penalty term for randomly subsampled data sets or for data that was not acquired with phased array coils, following the approach of compressed sensing [16].

Another promising application for TGV would be diffusion tensor imaging. Currently, TGV is only defined for scalar functions, but as symmetric tensor fields are inherent in the definition,

Table 4.1: CUDA Reconstruction times of experiments with radial subsampling. Data sets with 12 (Figure 4.7) and 32 (Figure 4.5) channels with different numbers of spokes were used.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Number of iterations</th>
<th>Reconstruction time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32ch 32 projections</td>
<td>150</td>
<td>26.56</td>
</tr>
<tr>
<td>32ch 24 projections</td>
<td>200</td>
<td>30.47</td>
</tr>
<tr>
<td>32ch 16 projections</td>
<td>300</td>
<td>38.12</td>
</tr>
<tr>
<td>32ch 12 projections</td>
<td>400</td>
<td>45.62</td>
</tr>
<tr>
<td>12ch 96 projections</td>
<td>200</td>
<td>28.56</td>
</tr>
<tr>
<td>12ch 48 projections</td>
<td>400</td>
<td>35.40</td>
</tr>
<tr>
<td>12ch 32 projections</td>
<td>600</td>
<td>41.50</td>
</tr>
<tr>
<td>12ch 24 projections</td>
<td>800</td>
<td>47.91</td>
</tr>
</tbody>
</table>
it can be easily extended to higher order tensor fields and could therefore be used as a regularizer to reconstruct the diffusion tensor.

Let us finally mention that the TGV framework is independent of the space dimension and can thus as well be applied to the denoising/reconstruction of 3D image stacks taking full spatial information into account. The implementations can be extended without greater effort, however, an increase in computational complexity in comparison to sequential 2D processing has to be expected, especially in the case of image reconstruction, with 3D regridding being performed in each iteration step. For denoising applications, nevertheless, these kinds of problems do not occur.

4.6 Conclusions

This work presents TGV for MR imaging, a new mathematical framework which is a marked enhancement of the TV method. While it shares the existing desirable features of TV, it is not based on the limiting assumption of piecewise constant images. It is possible to use TGV in all applications where TV is used at the moment, and in the denoising and image reconstruction experiments of this work, it showed its important features to be able to follow the natural continuous signal changes of biological tissues and imaging methods. TGV is based on a solid mathematical theory within the framework of convex optimization, which ensures that numerical implementations are usually straightforward as a variety of numerical algorithms already exist for these types of problems. However, while both TV and TGV are effective penalty functions for denoising and image reconstruction, the use of a-priori information always introduces other biases in the images. This can lead to image content that is missed, as well as to the introduction of false image features. The diagnostic value of TGV-regularized images in clinical practice has to be investigated in future work.
Chapter 5

Parallel Imaging with Nonlinear Reconstruction using Variational Penalties

5.1 Introduction

It was shown recently that nonlinear inversion can be applied successfully to image reconstruction of undersampled data from multiple coils, i.e., parallel imaging [5, 6, 85, 86]. The joint estimation of images and coil sensitivities, which can be achieved with an iteratively regularized Gauss-Newton (IRGN) method, leads to more accurate estimations of the coil sensitivities, and therefore yields results with improved image quality. It was also demonstrated that this method can be extended to non-Cartesian imaging [87, 88]. In particular, radial sampling has the advantage that the sampling pattern automatically leads to an oversampling of the central frequencies of \( k \)-space, which eliminates the need to acquire additional reference lines when performing auto-calibrated parallel imaging.

Another important characteristic of radial sampling is the fact that aliasing artifacts, which are introduced in the case of undersampling, have a very different appearance than the image content. For this reason, it is possible to remove these so-called streaking artifacts during reconstruction with the integration of specific a-priori information about the structure of the image. For radial MRI, this has been demonstrated in conventional (linear) parallel imaging with the penalization of the total variation (TV) of the image [1]. The general strategy, which relies on the sparsity of the solution in some transform domain, has been formulated for pseudo random sampling patterns under the name of compressed sensing [14–16]; see also [89] for a related idea.

As demonstrated in this work, the formulation of autocalibrated parallel imaging as a nonlinear inversion problem yields a general framework that allows the integration of such additional a-priori information. This is illustrated with the integration of a TV penalty in the IRGN

---

1This chapter is based on the publication Nonlinear Parallel Imaging with Variational Penalties, , Magnetic Resonance in Medicine (2011) [23].
method. The method then combines both concepts, the integration of a-priori knowledge with appropriate regularization terms and the joint estimation of coil sensitivities and image content. In general, the integration of a TV term helps to suppress the noise amplification [18] that seriously limits parallel imaging with conventional methods. When applied to data sets obtained with radial or pseudo random sampling patterns, this also leads to enhanced removal of artifacts. Additionally, it is shown that the flexibility provided by this framework easily allows replacing TV with another regularization functional in cases when the TV assumption of piecewise constant images is not reasonable; for instance, total generalized variation (TGV) of second order [22, 80] that was presented in the previous chapter.

5.2 Theory

Mathematically, parallel MR imaging can be formulated as a nonlinear inverse problem where the sampling operator \( F_S \) (defined by the \( k \)-space trajectory, e.g., Fourier transform followed by multiplication with a binary mask for standard Cartesian subsampling) and the correspondingly acquired \( k \)-space data \( s = (s_1, \ldots, s_N)^T \) from \( N \) receiver coils are given, and the spin density \( u \) and the unknown (or not perfectly known) set of coil sensitivities \( c = (c_1, \ldots, c_N)^T \) have to be found such that

\[
F(u, c) := (F_S(u \cdot c_1), \ldots, F_S(u \cdot c_N))^T = s
\]

holds. As was shown in [6,87], this problem can be solved using the iteratively regularized Gauss-Newton (IRGN) method [83, 90–92], i.e., computing in each step \( k \) for given \( x_k := (u_k, c_k) \) the minimum \( \delta x := (\delta u, \delta c) \) of

\[
\min_{\delta x} \frac{1}{2} \| F'(x^k) \delta x + F(x^k) - s \|^2 + \frac{\alpha_k}{2} W(c^k + \delta c) + \beta_k R(u^k + \delta u)
\]

for given \( \alpha_k, \beta_k > 0 \), and then setting \( x^{k+1} := x^k + \delta x \), \( \alpha_{k+1} := q_\alpha \alpha_k \) and \( \beta_{k+1} := q_\beta \beta_k \) with

\[
0 < q_\alpha, q_\beta < 1.
\]

Here, \( F'(x^k) \) is the Jacobian of \( F \) evaluated at \( x^k \). The term \( W(c) = \| W c \|^2 = \| w \cdot F c \|^2 \) is a penalty on the high Fourier coefficients of the sensitivities and \( R \) is a regularization term on the image. So far, the application of the IRGN method to parallel imaging has been formulated with a conventional \( L^2 \) penalty [6,87] (i.e., \( R(u) = \frac{1}{2} \| u \|^2 \)). As demonstrated in this work, the IRGN method can also be used with other regularization terms, which can be chosen dependent on the application. For example, the stability of the method with respect to noise can be improved: Since \( \alpha_k \) and \( \beta_k \) are decreasing during the iteration, the problem in (5.2) will become increasingly ill-conditioned. This leads to noise amplification, which can be counteracted by using a regularization term with stronger noise removal properties than the \( L^2 \) penalty. A typical choice is the total variation (TV) of the image, i.e.,

\[
R(u) = \int |\nabla u|_2 \, dx,
\]

where \( | \cdot |_2 \) denotes the Euclidean norm in \( \mathbb{R}^2 \).

Since TV regularization is known to introduce staircasing artifacts if the penalty parameter is large, we also investigated the use of second order total generalized variation (TGV) [22, 80] (see chapter 4) as a regularization functional for the IRGN method. This amounts to setting

\[
\beta R(u) = \inf_v \beta \| \nabla u - v \| + 2\beta \| E v \|,
\]

where

\[
E \quad \text{(5.4)}
\]
where \( \mathcal{E}v = \frac{1}{2} \left( \nabla v + \nabla v^T \right) \) denotes the symmetrized gradient of the complex-valued vector field \( v \in C^1(\Omega; \mathbb{C}^2) \). We refer to chapter 4 and [22,80] for a detailed description of this functional and an explanation of its properties.

### 5.3 Materials and Methods

#### 5.3.1 Data Acquisition

Experiments were performed for radial as well as pseudo random sampling patterns. All measurements were performed on a clinical 3T system (Siemens Magnetom TIM Trio, Erlangen, Germany). Written informed consent was obtained from all volunteers prior to the examination.

Pseudo random sampling was tested with phantom experiments and in-vivo measurements of the brain of healthy volunteers. A receive-only 12 channel head coil was used, and an SVD based coil compression (section 2.7.3, [49]) was applied to reduce the data to 8 virtual channels for the phantom measurements and 9 in the case of the in-vivo experiments. Measurements were performed with a 3D FLASH sequence with the following sequence parameters: TR=20ms, TE=5ms, flip angle 18°, matrix size 256 \times 256 \times 256. The pulse sequence was modified to include a binary 2D mask defining the subsampling of both phase-encoding directions. Pseudo random patterns were generated with the adaptive procedure to account for the energy distribution in \( k \)-space that was described in chapter 3. For the phantom experiments, a resolution of 1mm \times 1mm \times 5mm was used. The in-vivo measurements were obtained with an isotropic spatial resolution of 1mm. Raw data was exported from the scanner, a 1D Fourier transform was performed along the readout direction, and partitions orthogonal to this axis were reconstructed.

Additionally, a fully sampled \( T_2 \) weighted 2D turbo spin echo data set of the brain of a different volunteer was acquired with a 32-channel receive coil. The data was again compressed to 12 virtual channels. Sequence parameters were TR=5000ms, TE=99ms, turbo factor 10, matrix size 256 \times 256, slice thickness 4mm and an in-plane resolution of 0.86mm \times 0.86mm. Raw data was exported from the scanner and then subsampled retrospectively with an adapted pseudorandom sampling pattern. This experiment was conducted to have a fully sampled gold standard image, which can then be compared to the two different reconstruction strategies.

Radial sampling experiments were performed with an rf-spoiled radial FLASH sequence with sequence parameters TR=2.0ms, TE=1.3 ms, and a flip angle of 8°. Images of a water phantom and of the heart of a healthy volunteer were made. The acquisition of the in-vivo data was performed with a protocol designed for real-time imaging [93–95] without cardiac gating and during free breathing [88,96,97] using a 32-channel body array coil. After the acquisition the data was compressed to 12 virtual channels for the in-vivo experiments and 8 virtual channels for the phantom experiments. An in-plane resolution of 2mm \times 2mm and a slice thickness of 8mm was used in combination with 128 \times 128 image matrices. Due to the two-fold oversampling, this resulted in 256 sample points for each radial spoke.
5.3.2 Nonlinear reconstruction

All reconstructions were performed offline using a Matlab (R2010a, The MathWorks, Natick, MA, USA) implementation of the described nonlinear inversion method. For the reconstruction of radial data sets, Fessler and Sutton’s NUFFT [33] code was used. To facilitate comparison, the solution of (5.2) with $R(v) = \frac{1}{2} \|v\|^2$ was computed using the same extra-gradient scheme, which can be obtained from Algorithm 3 by removing step 4 and replacing the term $-\text{div} p$ with $+\beta u + \delta u$ in step 6. In the following, we will refer to the Gauss-Newton reconstruction using an $L^2$-penalty simply as IRGN, while the reconstruction using TV and TGV penalties will be denoted by IRGN-TV and IRGN-TGV, respectively.

5.3.3 Parameter Choice

The parameters in the Gauss-Newton iteration were chosen according to a quasi-optimality criterion. The initial penalties $\alpha_0, \beta_0$ were chosen such that the norm of the residual $\|F(u^1, c^1) - s\|$ after the first iteration was roughly $3/4$ of the initial residual, and the reduction factors $q_\alpha, q_\beta$ were set such that each further iteration roughly reduced the residual by a factor of $1/2$. The iteration was terminated once the achieved reduction factor fell below $3/4$. This lead to the choice $\alpha_0 = 1, \beta_0 = 2, q_\alpha = q_\beta = 1/10$, and 5 Gauss-Newton iterations for the radial data set. For the pseudo random data set, $\beta_0 = 1, q_\beta = 1/5$ and 6 Gauss-Newton iterations were used.

Since the TV regularization parameter is continually decreased during the Gauss-Newton iteration, the final reconstruction will typically not show strong signs of TV-filtering such as a cartoon-like appearance. A more pronounced TV-effect can be achieved if the decrease of the regularization parameter is stopped at the desired level. To illustrate this, we will also show reconstructions where we have set $\beta_{k+1} = \max(5 \cdot 10^{-3}, q_\beta \beta_k)$ for $L^2$, TV and TGV regularization (with otherwise unchanged parameters).

5.4 Results

Figure 5.1 shows a partition of a water phantom reconstructed with IRGN and IRGN-TV from pseudo randomly subsampled 3D data using acceleration factors $R = 4$ and $R = 10$. The reduced noise amplification and artifact removal characteristics of IRGN-TV are clearly visible for both acceleration factors. In the case of moderate acceleration with $R = 4$, the final TV regularization parameter $\beta_{\text{min}}$ was set to zero. For $R = 10$, $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was used to achieve a stronger TV regularization and a better removal of artifacts. It must be noted that the phantom only consists of regions that are piecewise constant, and therefore the underlying assumption of the TV penalty is fulfilled. However, in the case of $R = 10$ with increased TV regularization, staircasing artifacts can be observed in regions where modulations caused by the inhomogeneity of the coil sensitivities affect the reconstructed image.

The above findings are confirmed for in-vivo conditions. IRGN and IRGN-TV reconstructions (with $\beta_{\text{min}} = 0$) of the pseudorandomly subsampled T2 weighted turbo spin echo data of the brain are displayed in Figure 5.2, together with a sum-of-squares image obtained from the fully sampled data. Shown are results for acceleration factors of $R = 4, R = 6$ and $R = 8$. With larger
Figure 5.1: Reconstructions of pseudo random sampling, phantom data set. IRGN (left), IRGN-TV (right). Acceleration factors $R = 4$ (top, $\beta_{min} = 0$) and $R = 10$ (bottom, $\beta_{min} = 5 \cdot 10^{-3}$).
acceleration factors, an increasing amount of noise amplification and residual incoherent aliasing
can be observed in the IRGN reconstructions, while this effect is reduced with IRGN-TV.

A partition of a human brain reconstructed from accelerated in-vivo pseudo randomly sub-
sampled FLASH measurements is displayed in Figure 5.3. In this example, using a moderate
acceleration of $R = 4$, $\beta_{\text{min}}$ was again set to zero. Similar to the experiments with the phantom,
a pronounced reduction of the noise can be observed in the image reconstructed with IRGN-TV
as compared to the conventional IRGN reconstruction. As can be seen best in the enlarged
image regions, image details are preserved well in the IRGN-TV reconstruction.

Figure 5.4 shows two slices of a water phantom acquired with subsampled radial measure-
ments and reconstructed with IRGN and IRGN-TV. Here, 25 spokes were acquired to reconstruct
a $128 \times 128$ matrix, corresponding to an undersampling factor of approximately 8 in comparison
to a fully sampled radial data set ($128 \cdot \pi^2 \approx 201$ spokes). Because of the high undersampling and
due to the fact that only 8 virtual channels were used during the reconstruction, an increased
value of $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was used in this example. Both slices show reduced noise and streaking
artifacts when IRGN-TV is used. However, one of the images (top row in Figure 5.4) again
exhibits staircasing artifacts for the IRGN-TV solution.

Reconstructions of real-time images of the beating heart are displayed in Figure 5.5. Results
for 25 ($R \approx 8.0$), 21 ($R \approx 9.6$) and 19 ($R \approx 10.6$) acquired spokes are shown. These acceleration
rates allow image acquisition times of 50ms, 41ms and 38ms, corresponding to dynamic update
rates of 20, $\approx 24$ and $\approx 26$ frames per second. For all reconstructions, $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was
used. The image reconstructed from the 25 spokes data set does not show streaking artifacts
for both IRGN and IRGN-TV. However, noise amplification is much stronger in case of IRGN.
In contrast, reconstructions from 21 and 19 spokes show residual streaking artifacts due to
increased subsampling, which are again reduced in the images reconstructed with IRGN-TV.

Finally, the effect of TGV regularization is demonstrated in Figure 5.6. It shows highlighted
regions of both phantom images affected by staircasing artifacts (pseudo random and radial
sampling, see Figures 5.1 and 5.4) using TV as well as TGV regularization, both with $\beta_{\text{min}} = 5 \cdot 10^{-3}$.
The staircasing artifact is completely removed in the reconstruction with the IRGN-
TGV method.

5.5 Discussion

The results from this work clearly demonstrate that pronounced improvements in reconstruction
quality of parallel imaging with nonlinear inversion can be achieved with TV and TGV based
regularization instead of a simple $L^2$ penalty. If moderate acceleration is used (Figures 5.1, case
of $R = 4$, 5.2, and 5.3), TV serves as a stabilization term against noise amplification, which,
otherwise, limits the practical use of parallel imaging to low acceleration factors. In cases where
acceleration is pushed to its limits (Figure 5.1, case of $R = 10$; Figures 5.4 and 5.5), TV also
leads to an additional removal of undersampling artifacts when combined with trajectories that
produce incoherent aliasing. However, it must be noted that in this case, small image features
with low contrast may also be removed during the reconstruction. This effect can be observed
for some smaller structures, which are highlighted in Figure 5.5. It can be seen in the top row
5.5. DISCUSSION

Figure 5.2: Comparison of IRGN (top row) and IRGN-TV (bottom row) for pseudorandom subsampling of the $T_2$ weighted brain dataset ($\beta_{\text{min}} = 0$). From left: fully sampled acquisition, acceleration factors $R = 4$, $R = 6$, $R = 8$.
Figure 5.3: Reconstructions of pseudo random sampling, brain data set. IRGN (left) and IRGN-TV (right). Acceleration factor $R = 4$, $\beta_{\text{min}} = 0$. 
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Figure 5.4: Reconstructions of radial sampling, phantom data, two different slices. IRGN (left) and IRGN-TV (right). 25 spokes were used for the reconstruction of a $128 \times 128$ image, $\beta_{\text{min}} = 5 \cdot 10^{-3}$. 
Figure 5.5: Comparison of IRGN (left) and IRGN-TV (middle) for radial real-time imaging of the beating human heart without cardiac gating and during free breathing ($\beta_{\text{min}} = 5 \cdot 10^{-3}$).

Top: 25 spokes. Highlighted are structures with little signal intensity that can be lost due to strong TV regularization. Middle: 21 spokes. Highlighted are structures of similar size but slightly higher signal intensity that are preserved even in case of TV regularization. Bottom: 19 spokes. The plots on the right show signal intensities across a horizontal line, indicated in the top row of the reconstruction results. The ability of IRGN-TV to preserve sharp edges is highlighted in the plot of the reconstruction from 19 spokes. The arrow marks the sharp border of the ventricle, which is depicted equally well with IRGN and IRGN-TV. The undesired loss of a small structure is highlighted in the plot of the reconstruction from 21 spokes. The plot crosses two adjacent vessels, which are both represented in the IRGN solution, but only the left one appears in the IRGN-TV reconstruction.
Figure 5.6: Comparison of conventional TV (left) and TGV (right) regularization for phantom experiments where modulations from the coil sensitivities lead to pronounced staircasing artifacts when TV is applied. Left: magnified regions from Figures 5.1 (R=10, top) and 5.4 (bottom); right: IRGN-TGV reconstruction of the same data set (with $\beta_{\text{min}} = 5 \cdot 10^{-3}$).
that structures with low signal, which are still visible in conventional IRGN reconstructions, are removed when TV is applied. However, as indicated by the highlights in the middle row, objects with a slightly higher signal intensity, even though of same size, are preserved in both reconstructions. These effects are also represented in the cross-sectional plots. The elimination of structures like noise or residual streaking artifacts is visible as a reduced amount of high frequency oscillations in the IRGN-TV plots. Note that due to the nature of TV, blurring of sharp edges does not occur. This can be observed, e.g., at the sharp border of the ventricle, which is preserved equally well with IRGN and IRGN-TV.

Our Matlab implementations reconstructed a single slice in a few minutes, where IRGN-TV took roughly 10% more time than IRGN (and similarly, IRGN-TGV was about 10% slower than IRGN-TV). It is possible to exploit the differentiability of the data consistency term to apply more efficient minimization algorithms such as the method of conjugate gradients in the case of IRGN or order optimal convex minimization methods such as those investigated in [98] for IRGN-TV and IRGN-TGV. Because this work focused on the effect of the different regularization techniques on image quality, the same primal-dual extra-gradient method was used as inner algorithm in all cases to allow a direct comparison for identical parameter choices. In this context, it should be noted that the parameters for the iteratively regularized Gauss-Newton method were independent of the chosen regularization term, and only depended on the trajectory type. Similarly, since the norm of the forward operator is estimated in the algorithm, the fixed parameters for the primal-dual extra-gradient methods were independent of the data set.

In this work, the flexibility to include different regularization terms was demonstrated on 2D examples, where each image (slice, i.e., 2D partition of a 3D data set, or frame of a time series) had been reconstructed individually. While computationally more demanding, the extension of the penalties into a third space or time dimension should further improve the image quality. For example, earlier work has shown that residual streaking artifacts in radial imaging can be removed with the use of a median filter in the time dimension when using an interleaved k-space sampling scheme [88]. Since the median filter can be interpreted as solving an $L^1$ minimization problem, it is expected that the inclusion of a corresponding penalty – either in the form of an $L^1$ penalty on the difference between the current and previous slice or frame, or of a higher-dimensional T(G)V penalty on the full data set – will yield even better results. The resulting convex minimization problems can be solved using the same primal-dual extra-gradient method as employed in this work.

Another possible extension of this work is the integration of additional information about the physical signal model into the functional in (5.2). An important application is mapping of relaxation parameters in multi echo sequences [99,100]. Here, the framework of nonlinear inverse problems makes it straightforward to perform parameter identification during the reconstruction.

5.6 Conclusions

This chapter describes an approach to include additional variational penalties in parallel imaging with nonlinear inversion. The presented algorithms combine the advantages of nonlinear inver-
sion, i.e., improved image quality through a better estimation of the coil sensitivities, with the advantageous properties of TV-based regularization terms. In addition to reducing the noise, the regularization is able to remove undersampling artifacts when combined with sampling strategies that produce incoherent aliasing, such as radial and pseudo random sampling.
Chapter 6

Fast Reduction of Undersampling Artifacts in Radial MR Angiography with 3D Total Variation on Graphics Hardware\textsuperscript{1}

6.1 Introduction

The time window for data acquisition in contrast enhanced MR angiography (CE-MRA) is limited due to the passage of the contrast agent. Additionally, a high spatial resolution is needed to visualize small vessels, while high temporal resolution is necessary to capture the dynamics of the contrast agent bolus. However, due to fundamental properties of MRI, there is always a trade off between spatial and temporal resolution. As MRI data acquisition is sequential, it can be accelerated by reducing the number of measurement steps, but this leads to artifacts in the reconstructed images because the Nyquist criterion (equation 2.12 in chapter 2) is violated.

The reconstruction strategies that were presented in the previous chapters use tailored acquisition strategies like radial sampling or randomized 3D sampling patterns and include a priori knowledge about the imaged objects and the coil sensitivities during the reconstruction process (see chapters 2 to 5). These algorithms allow the reconstruction of high quality images from highly undersampled data sets, but at the price of long computation times. While this is not a severe limitation during research, it makes them currently impossible to use in daily clinical practice.

Hansen et al. [101] and Sorensen et al. [102] have shown recently that it is possible to use the massively parallel streaming processor architecture of modern graphic processing units (GPUs) to speed up image reconstruction for parallel imaging and for the reconstruction of non-Cartesian data. The goal of this work was to show that for the special case of CE-MR angiography data sets, which feature a high contrast to noise ratio, it is possible to use TV algorithms with data fi-

\textsuperscript{1}This chapter is based on the publication Fast reduction of undersampling artifacts in radial MR angiography with 3D total variation on graphics hardware, Magnetic Resonance Materials in Physics, Biology and Medicine (2010) [24].
delity terms in image space, instead of integrating TV regularization in the image reconstruction process as in the previous chapters. As this eliminates the time consuming step of regridding the data in each iteration, primal-dual based TV formulations can be implemented very efficiently on the GPU, with computation times that make interactive elimination of undersampling artifacts possible. This is especially important for the interactive determination of the regularization parameter because a proper choice usually depends on patient-specific conditions like the geometry of the imaged anatomy, and therefore predefined settings may not deliver optimal results. It is also shown in this chapter that by using a special type of radial sampling, 3D a priori information can be included in the regularization process, which significantly improves image quality. While this leads to an even higher computational complexity, it becomes feasible with the GPU implementation.

6.2 Theory

6.2.1 Undersampled Radial Imaging and Total Variation

It is well known [26] that in order to reconstruct an \( n \times n \) image matrix from a fully sampled radial data set, \( \frac{\pi}{2} \cdot n \) radial projections have to be acquired. Reducing the number of projections accelerates data acquisition, but leads to characteristic streaking artifacts in the reconstruction. It was shown by Block et al. [1] that these streaking artifacts can be reduced efficiently by using a TV regularization in conjunction with a data fidelity term in k-space, a strategy that is comparable with compressed sensing approaches [16]. In contrast, the method that is presented in this chapter is based on the original TV approach formulated in image space. TV based minimization problems were originally designed for elimination of Gaussian noise, and were first used by Rudin, Osher and Fatemi [18] in 1992. The denoising model using a TV regularization together with a \( L^2 \) data term in image space is therefore often referred to as the ROF model.

It is defined as the following minimization problem:

\[
\min_u \left\{ \int_{\Omega} |\nabla u| \, dx + \frac{\lambda}{2} \int_{\Omega} (u - f)^2 \, dx \right\},
\]

where \( f \) is the original, corrupted image data. In the original work [18], the corruption is due to Gaussian noise, while in our case, it comes from streaking artifacts due to subsampling. The minimizer \( u \) is the reconstructed image, and \( \Omega \) is the image domain. The regularization parameter \( \lambda \) controls the balance between artifact removal – minimizing the TV penalty – and faithfulness to the original image – minimizing the data fidelity term, – and so the proper choice of this parameter is a major challenge in any regularization based reconstruction method. The \( L^2 \) norm of the data fidelity term makes the removal of structures contrast dependent: Low contrast regions are removed, but strong contrast regions of the same size are kept. While this is desirable for high-contrast data such as CE-MR angiography, it is not appropriate for other data sets with low contrast features. For such applications, it is possible to extend the proposed approach to include an \( L^1 \) data fidelity term, which is better suited due to its contrast invariance. The TV regularization has the advantage of removing noise while preserving sharp edges in the image. Therefore, vessels with their strong contrast-to-noise-ratio are preserved,
while undersampling artifacts are efficiently removed. The main difference to the reconstruction strategies that were presented in the previous chapters of this thesis is that a two step procedure is used here: First, a Fourier transform is applied to the MRI raw data, giving a reconstructed image containing aliasing artifacts. This image is then filtered through TV minimization. A detailed comparison of these two approaches is given in the section 6.5 of this chapter.

The minimization of the ROF model is a well studied problem. As the functional defined in (6.1) is convex, the unique global minimizer can be calculated. In the original formulation, this was done using explicit time marching [18]. Other methods employ a linearization of the Euler-Lagrange equation [103], [104]. Duality based methods have shown greatly improved performance and were, among others, proposed in [105], [106], [107] and [108]. Recently, very fast primal-dual (PDU) approaches were proposed by Zhu et al. in [109] and [110], although they were already used for saddle point problems by Popov in [111]. In [112], a Split Bregman algorithm is used for the minimization. Discrete methods using graph cuts also can be used to solve the ROF model [113]. As shown in [114], continuous methods have the advantage of their inherent parallelization potential, a low memory consumption and no discretization artifacts.

Recently, continuous methods have become applicable for large 3D data sets by implementing them on the GPU [114]. It is shown in this work that by adapting the PDU approach from [109] to 3D and by implementing it on the GPU, even large volume data sets can be processed in a reasonable time.

To benefit from the TV constraint in the third dimension, the streaking artifacts must appear in a different pattern in adjacent k̅z-planes. This can be achieved easily with a modification of the sampling trajectory. Currently, most radial acquisition patterns use a so called “stack of stars” trajectory [115] with radial sampling in the xy-plane and Cartesian encoding or multi slice acquisition in the z-direction. This sampling pattern uses the same projection angles in all k̅z-planes, which creates streaking artifacts in the image volume which are two-dimensional (specifically, independent of z) and therefore difficult to eliminate by TV minimization (which is chosen precisely for the fact that it preserves jumps over two-dimensional sets, such as artery boundaries). On the other hand, if the projection angles of adjacent k̅z-planes are shifted by $\frac{\pi}{2k}$, where k is the number of projections (see Figure 6.1), the aliasing artifacts have a different, line-like, structure which is much more easily removed. This should be compared with the 2D situation, where point-like artifacts (like noise) are smoothed, while edges in the image are preserved. A similar trajectory was already described in the context of kt-BLAST [11], where the third dimension was time instead of the k̅z-direction. This effect is illustrated in Figure 6.2. A stack of stars acquisition with these modified angles now benefits from the TV filtering in z-direction, which improves the overall artifact reduction capability of the ROF model.

### 6.2.2 GPU Implementation

Computing hardware have shown a clear tendency toward more and more parallelization over the last years. While modern CPUs already use 4 cores, modern GPUs like the Nvidia GeForce GTX 280 (Nvidia, Santa Clara, CA) utilize 240 cores. It should be noted that CPUs offer more programming flexibility, and GPUs use SIMD (single instruction, multiple data) architectures that require data-parallel algorithms. Additionally, GPUs utilize pipelining principles
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Figure 6.1: Stack of stars trajectory with shifted projection angles, 10 radial projections are displayed.

Figure 6.2: Illustration of the effect of shifted projection angles on the streaking artifacts in the reconstructed image for a numerical phantom. The phantom was sampled using 10 radial projections, and the projection angles were shifted by $\frac{\pi}{2}$ between the two reconstructions. This leads to changes in the structure of the streaking artifacts which can easily be seen by the orientation of the specific streak that is highlighted by the arrows.
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to optimize data throughput, the Nvidia GeForce GTX 280 offering a memory bandwidth of 141.7 GB/s. To utilize this high bandwidth, an efficient memory management is a crucial part of GPU implementations.

Our implementation was done using the CUDA [82] framework, which allows C-like programming on the GPU. Variational methods have an inherent parallelism, and are therefore perfectly suited for modern GPUs. For each voxel a single thread is created on the GPU, and synchronization is performed after each iteration. Special care was taken to maintain coalesced memory access during the whole computation. The GPU is organized in multiprocessors consisting of 8 single cores that have access to a fast local memory. This memory is organized in 16 banks which can be accessed simultaneously, and is as fast as registers when no bank conflicts occur. We make heavy use of this local memory by first loading a small patch from global memory, performing one iteration on this patch, and writing the patch back to global memory.

6.3 Materials and Methods

6.3.1 Phantom Measurements

The proposed radial stack of stars sequence with shifted projection angles was implemented on a clinical MR scanner (Siemens Magnetom TIM Trio, Erlangen, Germany).

An angiography phantom was constructed by inserting a plastic tube filled with with a Gd-DTPA (Magnevist, Schering AG) solute in a bottle of distilled water doped with MnCl2. The $T_1$ relaxation time of the tube is approximately 50 ms, which is comparable to a typical relaxation rate in the vessel system during the first passage of a contrast agent. The surrounding water in the bottle has a $T_1$ time of approximately 800 ms, comparable to the relaxation time of white matter in the brain. The phantom therefore represents the situation of a CE-MRA measurement of the brain vessels.

A 2D multi slice gradient echo sequence with the following sequence parameters, which ensured a strong $T_1$ contrast, was used to acquire the phantom images: $TR = 12$ ms, $TE = 5$ ms, $FA = 60^\circ$, matrix size $(x,y) = 256 \times 256$, 11 slices with a slice thickness of 2.5 mm, imaging field of view $FOV = 150\text{mm} \times 150\text{mm}$. All measurements were conducted at 3 T, using a transmit and receive birdcage resonator head coil. Measurements were performed with 64, 32 and 24 projections, resulting in undersampling factors of $R = 4$, $R = 8$ and $R \approx 10$ below the Nyquist limit in comparison to a fully sampled Cartesian data set. The corresponding MRI acquisition times are 8.4 s (64 projections), 4.2 s (32 projections) and 3.2 s (24 projections).

Raw data was exported from the scanner and offline image reconstruction was performed using a MATLAB (The MathWorks, Natick, MA) implementation of the non-uniform fast Fourier transform (NUFFT) [33]. Afterwards, these images were processed with the proposed 3D TV GPU method.

6.3.2 In vivo Angiography Measurements

The 3D TV GPU method was also evaluated with an in vivo data set, and the results were compared with reconstructions using alternative strategies. To assess image quality quantitatively,
a fully sampled contrast enhanced MR angiography (CE-MRA) data set of the carotid arteries was acquired on a clinical MR scanner at 3 T (Siemens Magnetom TIM Trio, Erlangen, Germany) using a 3D FLASH sequence. Sequence parameters were repetition time TR = 3.74 ms, echo time TE = 1.48 ms, flip angle FA = 20°, matrix size (x,y,z) = 448 × 352 × 40, voxel size (∆x,∆y,∆z) = 0.55 mm × 0.55 mm × 0.70 mm. The data set was exported and retrospectively subsampled in the xy-plane to simulate an accelerated acquisition. The fully sampled data set served as the gold standard reference for quantitative evaluations. Acquisitions with 80 and 40 projections, corresponding to undersampling factors of \( R = 5.6 \) and \( R = 11.2 \) in comparison to a fully sampled Cartesian data set, were simulated. These undersampling rates were chosen to illustrate situations when the TV reconstruction is able to eliminate almost all streaking artifacts (80 projections) and scenarios where the amount of undersampling is too high and residual artifacts remain after TV reconstruction (40 projections). For these sequence parameters, MRI acquisition times of the accelerated acquisitions would be 12.0 s (80 projections) and 6.0 s (40 projections). The MATLAB implementation of the non-uniform fast Fourier transform (NUFFT) [33] was again used during offline image reconstruction, and the images were then processed with the 3D TV filter.

To show the benefits of the proposed shifted spokes trajectory together with 3D TV, the results were compared to the application of the algorithm to a conventional not-shifted stack of stars trajectory and to 2D slice by slice TV filtering. Additionally, TV reconstruction with a \( k \)-space data fidelity term [1] was implemented using the nonlinear conjugate gradient algorithm from [16]. The regularization parameter \( \lambda \) was chosen according to visual inspection of the reconstruction quality. In each experiment, we started with very low regularization and gradually increased it until artifacts started to disappear. This iterative procedure was stopped when the last streaking artifact was removed. As this could not be achieved for the 40 projections in vivo data set for some methods, the increase of the regularization was stopped as soon as pronounced image features were lost. Approximately 5-10 runs, depending on the data set, were performed in that way for each method.

Image quality was quantified by means of the root-mean-square (RMS) difference to the fully sampled data set, normalized by the RMS intensities of the fully sampled images. RMS differences were evaluated slice by slice. Additionally, mean value and standard deviation over all 40 slices were calculated.

### 6.3.3 Reconstruction Time of the GPU Implementation

The proposed PDU 3D TV algorithm was implemented on the GPU. As the goal of this work was to evaluate the speedup that can be gained with the GPU implementation and not a comparison of reconstruction times for different algorithms, computation times were only evaluated for the proposed method. While the analysis of multiple methods is important in the case of image quality to show the benefits of 3D regularization, the most important test to evaluate speedup is a comparison to a fast C++ implementation of the same primal-dual algorithm on the CPU. Experiments were performed on an Intel Core 2 Duo 6700, while the GPU implementation was tested on an Nvidia GeForce GTX 280 using CUDA 2.0. All CPU times are reported for computations on a single core, in order to allow accurate timing and to disregard any scheduling...
overhead. Of course, an implementation on multi-core architectures would be parallelized in practice (e.g., using OpenMP), yielding a higher performance corresponding to the number of cores.

6.4 Results

Figure 6.3 compares the results of conventional NUFFT reconstructions and the proposed TV method for the phantom experiments. It is not surprising that the conventional NUFFT reconstructions suffer from characteristic streaking artifacts which become increasingly worse as the number of projections is reduced. Artifacts are efficiently reduced by application of the TV filter. Additionally, the scans of the phantom are significantly deteriorated by noise, which in the TV reconstructions is also reduced due to its inherent noise cancellation properties. The final regularization parameters were $\lambda_{64\text{proj}} = 10$, $\lambda_{32\text{proj}} = 7$ and $\lambda_{24\text{proj}} = 5$. Here, smaller parameters amount to stronger regularization (i.e., the influence of the data fidelity term is reduced).

Figures 6.4 and 6.5 shows the reconstruction results of all tested methods for the downsampled angiography data set with 80 and 40 projections. Similar to the phantom experiments, conventional NUFFT reconstructions show streaking artifacts. While all TV methods reduce artifacts, only the 3D TV method with shifted projections is nearly artifact free for the 80 projections data set. In contrast, residual artifacts can be seen in all results of the 40 projections data set, but best image quality is again achieved with the 3D TV method with shifted projections. The final regularization parameters were $\lambda_{80\text{proj}} = 0.03$ and $\lambda_{40\text{proj}} = 0.08$ for 2D ROF TV, $\lambda_{80\text{proj}} = 0.35$ and $\lambda_{40\text{proj}} = 0.45$ for the implementation with a $k$-space data fidelity term, $\lambda_{80\text{proj}} = 15$ and $\lambda_{40\text{proj}} = 10$ for 3D TV with conventional and shifted radial sampling. It must be pointed out that these parameters cannot be compared directly between the methods due to the different formulation. Particularly, for the 3D methods, smaller parameters amount to stronger regularization as noted. On the other hand, the parameter $\lambda$ in the 2D implementations corresponds to $\frac{1}{\lambda}$ in the ROF formulation, so that larger values of $\lambda$ indicate higher regularization. Additionally, the relation between $L^2$ and $L^1$ norms is different in 2D and 3D, and so the parameter value for a given balance changes with dimension.

The results of the quantitative analysis of image quality for all methods are displayed in Table 6.1. In the case of 80 projections, all TV reconstruction methods show comparable RMS differences which are significantly lower than for the conventional NUFFT reconstruction. This is also true for the 40 projections data set, but both conventional 3D TV and especially 3D TV with shifted projections show significantly lower RMS differences than the other methods.

A compilation of computation times of 3D PDU TV for all tested data sets can be found in Table 6.2. With the GPU implementation, a computation speed of 718 iterations per second for the phantom data set and 129 iterations per second for the in vivo data set was achieved. In comparison, the computation speed of the CPU implementation was 3.78 iterations per second for the phantom data set and 0.46 iterations per second for the in vivo data set. This corresponds to speedup factors of 190 (phantom data) and 280 (in vivo data) with the GPU.
Figure 6.3: A single slice from the data set of the phantom measurements using 64 (top row, $\lambda = 10$), 32 (middle row, $\lambda = 7$) and 24 (bottom row, $\lambda = 5$) shifted projections. Conventional NUFFT reconstruction (left) and reconstruction with the proposed 3D TV method.
Figure 6.4: A single slice from the angiography data set with 80 projections ($\lambda_{2DROF} = 0.03$, $\lambda_{2D \text{kspace}} = 0.35$, $\lambda_{3D} = 15$). Shown are original, fully sampled data set, conventional NUFFT reconstruction with zero filling, 2D slice by slice ROF TV filtering, TV reconstruction with data fidelity term in $k$-space, proposed 3D TV filtering using a conventional stack of stars trajectory, proposed 3D TV filtering using the shifted stack of stars trajectory.
Figure 6.5: A single slice from the angiography data set with 40 projections ($\lambda_{2DROF} = 0.08$, $\lambda_{2Dkspace} = 0.45$, $\lambda_{3D} = 10$). Shown are original, fully sampled data set, conventional NUFFT reconstruction with zero filling, 2D slice by slice ROF TV filtering, TV reconstruction with data fidelity term in $k$-space, proposed 3D TV filtering using a conventional stack of stars trajectory, proposed 3D TV filtering using the shifted stack of stars trajectory.
Table 6.1: Quantitative evaluation of the following reconstruction methods for the in vivo angiography data: Conventional NUFFT reconstruction with zero filling, 2D slice by slice ROF TV filtering, TV reconstruction with data fidelity in $k$-space, proposed 3D TV filtering using a conventional stack of stars trajectory, proposed 3D TV filtering using the shifted stack of stars trajectory that is introduced in this chapter. Mean value and standard deviation of RMS differences (a.u.) to the fully sampled data set for 40 slices are displayed using the 80 and 40 projections subsampled data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>NUFFT</th>
<th>2D TV</th>
<th>2D $k$-space</th>
<th>3D TV</th>
<th>3D TV shift.</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 proj.</td>
<td>0.40 ± 0.03</td>
<td>0.25 ± 0.02</td>
<td>0.26 ± 0.02</td>
<td>0.26 ± 0.02</td>
<td>0.25 ± 0.02</td>
</tr>
<tr>
<td>40 proj.</td>
<td>0.64 ± 0.06</td>
<td>0.39 ± 0.03</td>
<td>0.35 ± 0.02</td>
<td>0.34 ± 0.01</td>
<td>0.31 ± 0.01</td>
</tr>
</tbody>
</table>

Table 6.2: Computation times of PDU 3D TV on the GPU for all tested data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Size</th>
<th>Time (s)</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom 64 projections</td>
<td>256 × 256 × 11</td>
<td>0.556</td>
<td>400</td>
</tr>
<tr>
<td>Phantom 32 projections</td>
<td>256 × 256 × 11</td>
<td>0.697</td>
<td>500</td>
</tr>
<tr>
<td>Phantom 24 projections</td>
<td>256 × 256 × 11</td>
<td>0.836</td>
<td>600</td>
</tr>
<tr>
<td>In vivo 80 projections</td>
<td>448 × 352 × 40</td>
<td>1.546</td>
<td>200</td>
</tr>
<tr>
<td>In vivo 40 projections</td>
<td>448 × 352 × 40</td>
<td>1.552</td>
<td>200</td>
</tr>
</tbody>
</table>

6.5 Discussion

Our reconstructions with 3D TV and the shifted spokes sampling pattern show excellent removal of undersampling artifacts even at high acceleration factors. Due to the nature of the ROF functional (6.1), vessels with their strong contrast are preserved because the $L^2$ norm in the data fidelity term makes the removal of structures contrast dependent. Current work is concerned with extending the proposed approach to $L^1$ data fidelity terms, which are contrast invariant and thus better suited to images with low contrast features. Of course it must be mentioned that the results from the experiments with the angiography phantom represent an optimal situation for our algorithm as the phantom only consists of piecewise constant areas. This explains why all artifacts could be eliminated even for an undersampling factor of $R \approx 10$, which was not possible for the in vivo angiography data set. Future work will be necessary to evaluate TV methods in clinical studies.

Visual inspection of the image quality for the in vivo data set showed that 3D TV, together with the shifted spokes acquisition, significantly improved removal of streaking artifacts for both subsampling factors considered. Quantitative analysis also resulted in significantly lower RMS differences for the 40 projections data set, while RMS differences were similar for all TV-based methods in the case of 80 projections. However, the images clearly show different levels of artifact corruption. As mentioned in section 2.10, RMS difference cannot be considered
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an optimal metric to describe image quality of MR images. However, due to the lack of a better quality metric, it is usually used in the literature and hence is included here to facilitate comparison with other works.

As already mentioned in section 6.2, the biggest difference between this approach and the methods recently described in chapters 2 to 5 is that the data fidelity term in the ROF model is evaluated in image space. In particular, equation 6.1 can be considered a special case of the more general formulation in equation 2.39 (section 2.9), where the forward operator is the identity matrix. As a consequence, the computation times of the two methods cannot be compared directly. While the image space based approach has the advantage of much lower computational complexity as the time consuming regridding step (section 2.6) does not have to be performed in each iteration, it must be noted that it limits the algorithm to applications such as angiography where the structures of interest have a high contrast-to-noise-ratio. On the other hand, angiography is an application which benefits significantly from the possibility of real-time imaging. For the in vivo angiography data set that was investigated in this chapter, no improvement in image quality was observed with a data fidelity term in $k$-space over conventional 2D ROF TV. It is also important to note that the two different approaches can be used in completely different situations. Image reconstruction is performed immediately after data acquisition, and MR-rawdata from the individual coil elements has to be available. On the other hand, the filtering approach is a postprocessing method. Of course it can also be integrated directly in the image reconstruction chain, but it can also be separated completely from data acquisition. MR image data is archived in the DICOM (Digital Imaging and Communications in Medicine) [116] standard, and with postprocessing, it is of course possible to enhance DICOM images that were obtained in a study that was performed in the past. In contrast, rawdata is usually not archived in a clinical setting, and if the use of an alternative reconstruction strategy is not planned already data acquisition, it can never be be reconstructed again.

One important point concerning the comparison of different reconstruction strategies in this chapter is that the regularization parameter was chosen based on visual inspection of the image quality. This was performed individually for each different method to compare best-case results for each method. In the absence of robust and objective metrics for medical image quality which could be used as a basis for automatic regularization parameter choice rules, visual inspection by medical experts is still the most sensible criterion. It is important to note that for our GPU-based method, this becomes a practicable approach, since this step can be performed with a tool which allows interactive adjustment of the parameter and continuously displays the effect on the image quality. This means that regularization can be adjusted similar to the way windowing is performed at the moment. In this way, selection of an optimal parameter could be done in less than 20 seconds for the in vivo data set. In comparison, each run of the CPU implementation takes approximately 7 minutes, which is clearly not suitable for practical use. Of course, while visual inspection was our method of choice for this work, the GPU speedup can similarly be exploited in other parameter choice strategies that require multiple runs of the same optimization problem, such as heuristics of L-curve type and discrepancy principles [83], [84]. Inadequate image evaluation metrics are a major problem in automatic parameter selection strategies. It can be seen in Figures 6.4, 6.5 and Table 6.1 that even in cases where RMS differences are very
close to each other (e.g. between 2D ROF and 3D TV with shifted trajectories in the case of 80 projections, where the scores are in fact identical), visual inspection shows significant differences in terms of artifact suppression. Therefore an automatic parameter selection criterion based on RMS differences will in general not deliver optimal results. This means that the design of objective image perception metrics is one of the most important future tasks in the development of reliable automatic determination of regularization weights.

Finally, while 3D regularization was studied in this work, undersampling was only applied in the xy plane. Goals of future work will include the application to data sets where additional acceleration is included in the z-direction or for full 3D projection acquisition strategies like VIPR [29] where the aliasing pattern becomes more complicated.

On current graphics hardware with 1 GB of memory, data sets of a maximum size of $512 \times 512 \times 204$ can be calculated at once, which is sufficient for typical MRI data sets. For bigger data sets, Nvidia Tesla cards could be used or computation could be split up on multiple GPUs.

With computation times of approximately 1.5 s for a $448 \times 352 \times 40$ data set, the GPU implementation allows TV filtering that is faster than the corresponding data acquisition times (12 s and 6 s for 80 and 40 projections, respectively), even in the case that multiple runs have to be performed to tune the regularization parameter. Therefore, the application of TV based artifact removal is no longer the time limiting step in the imaging chain. The goal of future work is to connect dedicated GPU computation hardware directly to the MR scanner, as was already described in the context of parallel imaging [117]. This will allow interactive TV artifact elimination already during data acquisition.

### 6.6 Conclusions

The results from this work show that the extension of TV filtering to 3D in combination with the proposed shifted stack of stars sampling trajectory leads to pronounced improvements in image quality for CE-MRA data. However, it must be noted that it cannot be expected that these results will generalize for arbitrary types of scans. With GPU implementations, TV computation times can be accelerated significantly and even allow interactive elimination of the regularization parameter for 3D TV. We believe that this can pave the way for TV based regularization strategies, currently promising research topics, to become powerful tools in daily clinical practice.
Chapter 7

Summary and Future Work

7.1 Summary

This thesis deals with the challenges that arise in the context of image reconstruction of accelerated measurements. Established strategies from the literature, some of them (like SENSE and GRAPPA) already used successfully in daily clinical practice, are summarized in chapter 2. Afterwards, the more recent concept of iterative image reconstruction, especially in combination with nonlinear L1 based regularization terms is introduced. Chapters 3 to 6 then describe the main contributions of this work. In a summarized form, these are:

- While image reconstruction from randomly sampled data has been a hot research topic in the last years, little work was done to address the problem of designing pseudo-random sampling patterns. An approach is presented that uses training data to estimate the power distribution in $k$-space, which then leads to the design of tailored sampling patterns for specific anatomic regions.

- The introduction of a new image model (TGV) that can be used as a regularizer for iterative image reconstruction of undersampled data. It is demonstrated in simulations and with in-vivo measurements that this approach efficiently removes undersampling artifacts, eliminates the well known problem of staircasing and preserves fine details and sharp edges in the reconstructed images.

- The successful concept of modelling image reconstruction as a nonlinear inversion problem is extended to a general framework which allows the integration of variational constraints. In combination with sampling trajectories that lead to incoherent undersampling artifacts like radial or pseudo-random sampling, this approach leads to a pronounced improvement of image quality when compared to methods that are currently described in the literature. The result is a flexible framework for image reconstruction that can easily be extended to include new image models.

- The use of parallel implementations of the proposed iterative methods on graphics hardware. This approach, which allows a significant reduction of computation time, is an important step for the transition of algorithms from the research lab to application in daily clinical routine.
7.2 Future Work

Based on the results of this work, there are a number of interesting points that should be the target of future research, and will be investigated in the second funding period of the SFB.

The general framework introduced in chapter 5 is very well suited to introduce additional a-priori information about the measured data set, which can serve as an additional constraint during the reconstruction. One very interesting idea is the extension of the method to quantitative imaging. Current approaches use a two step procedure where image reconstruction is performed prior to a post-processing fitting procedure. The proposed nonlinear inversion framework allows to include the parameter estimation step directly in the image reconstruction process. Biophysical models of the MR signal, e.g. exponential functions in the case of relaxation terms, can be directly integrated as additional constraints in the reconstruction process. First results of related ideas were recently published for iterative image reconstruction from radial data with T2 mapping [99] and compressed sensing with T1 and T2 mapping [100].

A similar expansion can be performed by integrating the correction of artifacts in the image reconstruction process. This task can also be integrated in the framework of nonlinear inversion similar to the problem of joint parameter estimation and image reconstruction. It has recently been demonstrated that the effect of motion on the k-space representation of the measured object [118,119] can be utilized for direct correction of motion related artifacts. With information about object motion integrated into the image reconstruction pipeline [120,121] it is also possible to correct for complex influences resulting from breathing and cardiac motion. This leads to coupled inverse problems, as image reconstruction and minimization of the motion effect have to be solved simultaneously. However, current approaches still need additional information to calibrate the motion model, like optical tracking, recording of the ECG, or the use of navigator scans and respiratory bellows. This prolongs MR scan time, reduces patient comfort and is challenging in terms of instrumentation, as all additional devices must operate in the environment of the MR-scanner. Therefore a long term goal is the vision of image reconstruction of undersampled data, including joint estimation of the coil sensitivities, calculation of quantitative parameters and elimination of artifacts, without the need of additional inputs other than the undersampled data and without any additional postprocessing steps.

TGV constrained reconstruction was first described in this work. It is expected that this approach can be used successfully to improve imaging speed and reconstruction quality in many different applications. TGV was already applied successfully to contrast enhanced MR-angiography data, as demonstrated during the ISMRM 2010 image reconstruction challenge. This is a particularly interesting application, especially in combination with state of the art pulse sequences designed for real-time imaging [96], because there is always a trade-off between spatial and temporal resolution. However, the application of TGV to CE-MRA has yet to be validated in clinical studies. An exciting goal that is worth pursuing is on-line monitoring of the distribution of contrast agent in the vessel system, with high spatial resolution, without the use of ECG gating and during free breathing. Another interesting extension of TGV is the application to diffusion tensor imaging (DTI). As the TGV definition is based on tensor functions, application of TGV regularization to the reconstruction of the diffusion tensor in DTI is a natural expansion.
While parallel implementations on graphics hardware were investigated in this thesis and significant improvements in terms of computation time have been achieved, this work is far from complete. The new possibilities of accelerated imaging like real-time imaging or imaging with much higher temporal and spatial resolution, together with the constant increase of receiver channels of phased array coils, leads to a dramatic increase of data that is generated during a measurement. The amount of acquired rawdata can easily exceed a few gigabytes. This leads to new challenges in terms of data transfer and memory management, especially for the use of GPUs, where available memory is limited.

Finally, while nonlinear methods for image reconstruction have shown to deliver excellent results, exhaustive validation is still an open topic. The robustness of these strategies for a wide range of applications has yet to be assessed in clinical studies.
Appendix A

Appendix: Numerical Algorithms

A.1 Algorithms for TGV

Both the denoising problem (4.3) and the undersampling reconstruction problem (4.5) constitute non-smooth convex optimization problems for which several numerical algorithms are available. In order to implement any numerical algorithm on a digital computer, we have to consider the discrete setting of the proposed reconstruction method (4.5). For discretization, we use a two dimensional regular Cartesian grid of size $M \times N$ and mesh size $h > 0$. For more information on the discrete setting we refer to [80]. From now on we will use the superscript $h$ to indicate the discrete setting. The differential operators $\text{div}^h, {\mathcal{E}}^h, \nabla^h$ are approximated using first order finite differences. These operators are chosen adjoint to each other, i.e.

$$(\text{div}^h)^* = -{\mathcal{E}}^h, \quad (\text{div}^h)^* = -\nabla^h.$$ 

With $U^h = \mathbb{C}^{MN}$, the discrete version of the denoising problem (4.3) is given by

$$\min_{u^h \in U^h} \frac{1}{2} \|u^h - f^h\|^2_2 + \text{TGV}^2_{\alpha}(u^h),$$

where $f^h \in U^h$ is the noisy input data and $\text{TGV}^2_{\alpha}$ the discrete total generalized variation according to (4.2) using the corresponding discrete divergence operators. Unfortunately, this formulation involves a rather complicated convex set which is hard to deal with in numerical algorithms. It is therefore favorable to employ the alternative formulation (4.2). Doing so, problem (A.1) becomes

$$\min_{u^h \in U^h, v^h \in V^h} \frac{1}{2} \|u^h - f^h\|^2_2 + \alpha_1 \|\nabla^h u^h - v^h\|_1 + \alpha_0 \|{\mathcal{E}}^h(v^h)\|_1$$

where $V^h = \mathbb{C}^{2MN}$. Note that in this formulation, only first order differential operators are involved.

As recent trends in convex optimization [122,123] indicate and as they turn out to be suitable for our purposes, it is sensible to use first order algorithms since they are easy to implement, have a low memory print and can be efficiently parallelized. Furthermore, these methods come along with global worst case convergence rates. This allows to estimate the required number of iterations which are needed to reach a certain accuracy. Here, we employ the first-order primal dual algorithm of [98].
A.1.1 TGV denoising

The primal-dual algorithm we employed for solving the discretization of the TGV-constrained denoising problem (A.1) bases on the formulation of (A.2) as a convex-concave saddle-point problem which is derived by duality principles:

\[
\min_{u^h \in U^h} \max_{p^h \in P^h, q^h \in Q^h} \frac{1}{2\lambda} \|u^h - f^h\|_2^2 + \langle \nabla^h u^h - v^h, p^h \rangle + \langle \mathcal{E}^h(v^h), q^h \rangle, \tag{A.3}
\]

where \(p^h, q^h\) are the dual variables. The sets associated with these variables are given by

\[
P^h = \{p^h \in \mathbb{C}^{2MN} \mid \|p^h\|_{\infty} \leq \alpha_1\}, \quad Q^h = \{q^h \in \mathbb{C}^{3MN} \mid \|q^h\|_{\infty} \leq \alpha_0\}.
\]

We denote by \(\text{proj}_{P^h}(\tilde{p}^h)\) and \(\text{proj}_{Q^h}(\tilde{q}^h)\) the Euclidean projectors onto the convex sets \(P^h\) and \(Q^h\). The projections can be easily computed by pointwise operations

\[
\text{proj}_{P^h}(\tilde{p}^h) = \max\left(1, \frac{|\tilde{p}^h|}{\alpha_1}\right), \quad \text{proj}_{Q^h}(\tilde{q}^h) = \max\left(1, \frac{|\tilde{q}^h|}{\alpha_0}\right).
\]

We further denote by \(\text{prox}_1^\tau(\tilde{u}^h)\) the proximal map

\[
\text{prox}_1^\tau(\tilde{u}^h) = \arg\min_{\hat{u}^h \in U^h} \frac{1}{2\tau} \|u^h - \tilde{u}^h\|_2^2 + \frac{1}{2\lambda} \|u^h - f^h\|_2^2.
\]

which can easily identified as the pointwise operation

\[
\text{prox}_1^\tau(\tilde{u}^h) = \frac{\lambda\tilde{u}^h + \tau f^h}{\lambda + \tau}.
\]

The primal-dual algorithm for the denoising problem (A.1) reads as follows:

**Algorithm 1 (Primal-dual method for TGV denoising)**

\begin{verbatim}
1: function TGVdenoise(f^h)
2: \quad u^h, \tilde{u}^h \leftarrow f^h, v^h, \tilde{v}^h \leftarrow 0, p^h \leftarrow 0, q^h \leftarrow 0, \text{choose } \tau, \sigma > 0.
3: \quad repeat
4: \quad \quad p^h \leftarrow \text{proj}_{P^h}(p^h + \sigma(\nabla^h \tilde{u}^h - \tilde{v}^h))
5: \quad \quad q^h \leftarrow \text{proj}_{Q^h}(q^h + \sigma \mathcal{E}^h \tilde{v}^h)
6: \quad \quad u^h_{\text{old}} \leftarrow u^h
7: \quad \quad \tilde{u}^h \leftarrow \text{prox}_1^\tau(u^h + \tau \text{div}_h^1 p^h)
8: \quad \quad u^h \leftarrow 2u^h_{\text{old}} - u^h
9: \quad \quad v^h_{\text{old}} \leftarrow v^h
10: \quad \quad v^h \leftarrow v^h + \tau(p^h + \text{div}_h^2 q^h)
11: \quad \quad \tilde{v}^h \leftarrow 2v^h_{\text{old}} - v^h
12: \quad until convergence of u^h
13: \quad return u^h
14: end function
\end{verbatim}

Note that iterations are very simple and can therefore be efficiently implemented on parallel hardware such as graphics processing units. The algorithm is known to converge for step-sizes \(\sigma \tau \leq 2h^2/(16 + h^2 + \sqrt{32h^2 + h^4})\), in particular for mesh-size \(h = 1\), the choice \(\sigma = \tau = 1/\sqrt{12}\) leads to convergence, see [98] for details.
A.1.2 TGV undersampling reconstruction

A discrete version of the reconstruction problem (4.5) can be derived as follows: Let $R^h = \mathbb{C}^{QP}$ represent the vector space associated with $Q$ $k$-space measurements for $P$ coils and denote by $K^h : U^h \rightarrow R^h$ and $(K^h)^*$ the linear operators which realize the NUFFT and its adjoint on the discrete data, respectively. We assume that $K^h$ is normalized such that $\|K^h\| \leq 1$. Furthermore, denote by $g^h$ the measured discrete radial sampling data. The continuous problem (4.5) then becomes

$$\min_{u^h \in U^h} \frac{1}{2\lambda} \|K^h u^h - g^h\|^2_2 + \text{TGV}_\alpha^2(u^h).$$

(A.4)

The main difference in (A.4) to the denoising problem (A.1) is that the linear operator $K^h$ is involved in the data fitting term. However, the method introduced in [98] can be easily adapted to this setting by introducing an additional dual variable. With a straightforward adaptation of Algorithm 1, however, one needs to compute the proximal map with respect to the data fitting term. Such an approach involves the solution of a linear system of equations which is quite costly. In order to circumvent this, we also dualize with respect to the data fitting term. The resulting convex-concave saddle-point problem is obtained as

$$\min_{u^h \in U^h, \, v^h \in V^h} \max_{p^h \in P^h, \, q^h \in Q^h, \, r^h \in R^h} \left\langle \nabla^h u^h - v^h, p^h \right\rangle + \left\langle \mathcal{E}^h(v^h), q^h \right\rangle$$

$$+ \left\langle K^h u^h - g^h, r^h \right\rangle - \frac{\lambda}{2} \|r^h\|^2_2,$$

(A.5)

where $r^h \in R^h$ is the dual variable with respect to the data fitting term. Further, let $\text{prox}_2^\sigma(r^h)$ be the proximal map

$$\text{prox}_2^\sigma(r^h) = \arg\min_{r^h \in R^h} \frac{||r^h - \tilde{r}^h||^2_2}{2\sigma} + \frac{\lambda}{2} ||r^h||^2_2 \quad \Leftrightarrow \quad \text{prox}_2^\sigma(r^h) = \frac{\tilde{r}^h}{1 + \sigma\lambda}.$$

The primal-dual algorithm for the reconstruction problem (4.5) is as follows:

Algorithm 2 (PD method for TGV undersampling reconstruction)

1: function TGVreconstruct($g^h$)
2: $u^h, \bar{u}^h \leftarrow 0, \, v^h, \bar{v}^h \leftarrow 0, \, p^h \leftarrow 0, \, q^h \leftarrow 0, \, r^h \leftarrow 0$, choose $\tau, \sigma > 0$.
3: repeat
4: \hspace{1em} $p^h \leftarrow \text{proj}_{P^h}(p^h + \sigma \nabla^h(\bar{u}^h - \bar{v}^h))$
5: \hspace{1em} $q^h \leftarrow \text{proj}_{Q^h}(q^h + \sigma \mathcal{E}^h\bar{v}^h)$
6: \hspace{1em} $r^h \leftarrow \text{prox}_2^\sigma(r^h + \sigma(K^h\bar{u}^h - g^h))$
7: \hspace{1em} $u^h_{\text{old}} \leftarrow u^h$
8: \hspace{1em} $u^h \leftarrow u^h + \tau (\text{div}_1 p^h - (K^h)^*r^h)$
9: \hspace{1em} $\bar{u}^h \leftarrow 2u^h - u^h_{\text{old}}$
10: \hspace{1em} $v^h_{\text{old}} \leftarrow v^h$
11: \hspace{1em} $v^h \leftarrow v^h + \tau (p^h + \text{div}_2 q^h)$
12: \hspace{1em} $\bar{v}^h \leftarrow 2v^h - v^h_{\text{old}}$
13: until convergence of $u^h$
14: return $u^h$
15: end function
Again, this algorithm is convergent provided that \( \sigma \tau < \frac{h^2}{(h^2 + \sqrt{8}h + 8)} \), in particular for mesh-size \( h = 1 \), the choice \( \sigma = \tau = 1/\sqrt{12} \) is sufficient.

## A.2 Algorithms for IRGN T(G)V

### A.2.1 Solution of the IRGN-TV sub-problem

To calculate the solution of (5.2), we make use of the dual characterization of the TV semi norm:

\[
\beta \int |\nabla u|_2 \, dx = \sup_{p \in C_\beta} \langle u, -\text{div} p \rangle,
\]

where \( p = (p_1, p_2)^T \), \( \text{div} p = \partial_x p_1 + \partial_y p_2 \) with appropriate boundary conditions and

\[
C_\beta = \{ p \in L^2(\Omega; \mathbb{C}^2) : \text{div} p \in L^2(\Omega; \mathbb{C}), |p(x)|_2 \leq \beta \text{ for almost all } x \in \Omega \}.
\]

The problem in (5.2) then becomes a non-smooth convex-concave saddle-point problem

\[
\min_{\delta u, \delta c} \max_{p \in C_{\beta_k}} \frac{1}{2} \| F'(x^k) \delta x + F(x^k) - s \|^2 + \frac{\alpha_k}{2} \mathcal{W}(c^k + \delta c) + \langle u^k + \delta u, -\text{div} p \rangle,
\]

which can be solved efficiently using a projected primal-dual extra-gradient method [98, 124], given as Algorithm 3 in the appendix. Since this requires only application of \( F'(x^k) \) and its adjoint \( F'(x^k)^* \), the algorithm can be implemented efficiently on modern multi-core hardware such as graphics processing units (GPUs). Due to the bilinear structure of \( F \), the action of \( F'(x^k) \) and \( F'(x^k)^* \) can be calculated explicitly in terms of the subsampling operator \( \mathcal{F}_S \) and its adjoint \( \mathcal{F}_S^* \). The projection onto the convex set \( C_\beta \) can be calculated point wise by setting for all \( x \in \Omega \)

\[
\text{proj}_\beta(q)(x) = \frac{q(x)}{\max(1, \beta^{-1}(|q(x)|_2))}.
\]

The algorithm of the IRGN-TV subproblem ((A.8)) reads as follows:

**Algorithm 3 (Solution of the IRGN-TV sub-problem)**

1: function TVSOLVE\((u, c, g, \alpha, \beta)\)
2: \( \delta u, \delta c, \delta u, \delta c, p \leftarrow 0 \), choose \( \sigma, \tau > 0 \)
3: repeat
4: \( p \leftarrow \text{proj}_\beta(p + \tau \nabla (u + \delta u)) \)
5: \( \delta u_{old} \leftarrow \delta u, \delta c_{old} \leftarrow \delta c \)
6: \( \delta u \leftarrow \delta u - \sigma (\sum_{i=1}^N c_i \cdot \mathcal{F}_S^*(\mathcal{F}_S(u \cdot \delta c_i + c_i \cdot \delta u) + F(u, c) - g) - \text{div} p) \)
7: \( \delta c \leftarrow \delta c - \sigma (u^* \cdot \mathcal{F}_S^*(\mathcal{F}_S(u \cdot \delta c_i + c_i \cdot \delta u) + F(u, c) - g) + \alpha \mathcal{W}^* \mathcal{W}(c_i + \delta c_i)) \)
8: \( \delta u \leftarrow 2\delta u - \delta u_{old} \)
9: \( \delta c \leftarrow 2\delta c - \delta c_{old} \)
10: until convergence
11: return \( \delta u, \delta c \)
12: end function
A.2. ALGORITHMS FOR IRGN T(G)V

A.2.2 Solution of the IRGN-TGV sub-problem

Using again the dual representation of the norms, the Gauss-Newton step ((5.2)) is equivalent to the saddle point problem

\[
\min_{\delta u, \delta c, v} \max_{p \in C^2_{\beta}} \frac{1}{2} \left\| F'(x^k)\delta x + F(x^k) - s \right\|^2 + \frac{\alpha_k}{2} W(c^k + \delta c) + \langle \nabla u^k + \delta u - v, p \rangle + \langle E v, q \rangle,
\]

(A.10)

where

\[
C^2_{\beta} = \left\{ q \in C_c(\Omega, S^{2 \times 2}) : \left( |q_{11}(x)|^2 + |q_{22}(x)|^2 + 2|q_{12}(x)|^2 \right)^{1/2} \leq 2\beta \forall x \in \Omega \}
\]

(A.11)

and \( S^{2 \times 2} \) denotes the set of symmetric complex matrices. The corresponding extra-gradient method is given as Algorithm 4, where the projection \( \text{proj}^2_{\beta} \) onto \( C^2_{\beta} \) can again be computed point wise.

The algorithm of the IRGN-TGV subproblem ((A.10)) reads as follows:

Algorithm 4 (Solution of the IRGN-TGV sub-problem)

1: function TGVsolve\((u, c, g, \alpha, \beta)\)
2: \( \delta u, \bar{\delta} u, \delta c, \bar{\delta} c, v, \bar{v}, p, q \leftarrow 0 \), choose \( \sigma, \tau > 0 \)
3: repeat
4: \( p \leftarrow \text{proj}_{\beta}(p + \tau(\nabla (u + \delta u) - v)) \)
5: \( q \leftarrow \text{proj}^2_{\beta}(q + \tau(E v)) \)
6: \( \delta u_{old} \leftarrow \delta u, \delta c_{old} \leftarrow \delta c, v_{old} \leftarrow v \)
7: \( \delta u \leftarrow \delta u - \sigma(\sum_{i=1}^{N} c_i \cdot F_s^*(F_s(u \cdot \delta c_i + c_i \cdot \delta u) + F(u, c) - g) - \text{div} p) \)
8: \( \delta c \leftarrow \delta c - \sigma(u^* \cdot F_s^*(F_s(u \cdot \delta c_i + c_i \cdot \delta u) + F(u, c) - g) + \alpha W^* W(c_i + \delta c_i)) \)
9: \( v \leftarrow v - \sigma(-p + E^* q) \)
10: \( \bar{\delta} u \leftarrow 2\delta u - \delta u_{old} \)
11: \( \bar{\delta} c \leftarrow 2\delta c - \delta c_{old} \)
12: \( \bar{v} \leftarrow 2v - v_{old} \)
13: until convergence
14: return \( \delta u, \delta c \)
15: end function

A.2.3 Parameter Choice

The parameters in Algorithm 3 were chosen according to the convergence theory for the projected extra-gradient scheme. The step lengths \( \sigma \) and \( \tau \) were chosen such that \( \sigma \tau L^2 < 1 \) holds, where \( L \) is the Lipschitz constant of the gradient of the functional to be minimized. This constant depends on the subsampling strategy and the iterates \( u^k, c^k \), but can be estimated using a few iterations of the power method to approximately compute the norms of the partial Fréchet derivatives of the linearized operator \( F'(x) \). As the norm of the finite difference approximation of the divergence and gradient operators with mesh size 1 is \( \sqrt{8} \), we set \( \tau = \sigma = 1/\sqrt{8 + 2 \max(|\tilde{L}_u|, |\tilde{L}_c|)} \) in Algorithm 3, where \( \tilde{L}_u, \tilde{L}_c \) are the estimates from the power method. The step lengths in
Algorithm 4 were set to $\tau = \sigma = 1/\sqrt{12 + 2 \max(|\tilde{L}_u|, |\tilde{L}_c|)}$ based on the norm of the linear operator involving the symmetrized derivative. The iteration was terminated after a fixed number of iterations, since the efficiency estimate for the extra-gradient method gives an upper bound on the required number of iterations to achieve a given accuracy. Since a high accuracy is not necessary during the initial Gauss-Newton iterations with large penalties, we started with $N_0 = 20$ iterations and set $N_k = 2N_{k+1}$. These choices were stable and yielded good results for all data sets.
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