A Biot-Savart magnetic field calculation of arbitrary coil windings has been implemented in MATLAB over the imaging FOV. The simulated drive, gradient and shift fields provide the input to calculating the SPION magnetization, \( \mathbf{M}(\mathbf{r}) \), based on the SPION-specific Langevin curve. The signal voltage is calculated by Eq. 1, where \( \mathbf{B}(\mathbf{r}) \) is the field produced per unit current by the receive coil, which is related through reciprocity to the detection efficiency via the dot product of \( \mathbf{B}(\mathbf{r}) \) with the temporal derivative of the SPION magnetization.

\[
\mathcal{E}(t) = \mathbf{E}_0 \cdot \left( \mathbf{B}(\mathbf{r}) \cdot \frac{d\mathbf{M}(\mathbf{r})}{dt} \right)
\]

For projection reconstruction imaging with a 2D field-free line (FFL) using the coordinate system defined in Fig. 2, we follow the basic methodology outline of Goodwill et al. [7] with the exception that we use a simulated shift field which is a step function instead of a ramp. This eliminates the need for gridding or a velocity normalization since the shift field is constant during the measurement of each point in a projection. Preamp noise is approximated by addition of 4 nT/\( \sqrt{\text{Hz}} \) white Gaussian noise. A projection is formed by using the shift fields to sweep the FFL across the FOV along \( x \). The process is repeated at different projection angles and for different offsets to form a stack of 2D images as in CT. The simulation can be used to interrogate multiple aspects of MPI. To examine the spatial variation of detectors’ sensitivity, we form detection sensitivity maps (see Figs. 3 + 4). To create point spread functions to investigate spatial resolution, we form sensitivity projection functions, which can be used to reconstruct images via filtered back-projection or iterative minimization methods (see Figs. 5 + 6).

For any of these simulation outputs, a choice can be made about which temporal components of the induced magnetization are considered. All temporal components (those at the drive frequency and all its harmonics), only a subset of these frequencies, such as only the 3rd harmonic, or only the higher harmonics (omitting the drive frequency response) can be used. These different choices are informative since detection strategies are forced to filter out the magnetization’s response at the drive frequency.

**Simulation Results**

**Detection sensitivity maps:**
To create detection sensitivity maps, we integrate (as in Eq. 1) for a given point source while applying only the drive field. The point source is moved voxel-by-voxel and this integral repeated for each to form the 2D map.

**Sensitivity projection functions and reconstructed images:**
A sensitivity projection function is formed by applying an FFL and integrating Eq. 1 for discrete shifts of the FFL along \( x \). Projection functions from multiple angles of a given z location can be used to reconstruct an image of an axial slice of the region.

**Conclusion**

The simulation tool we present allows us to generate localized MPI sensitivity maps and projection functions for different coil geometries and applications, providing the means to explore additional encoding schemes in MPI. These examples demonstrate the simulation tool’s utility for innovating new parallel imaging techniques in MPI and examining image quality when MPI is scaled to human size.
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**Background**

Magnetic Particle Imaging (MPI) is a tracer-based imaging technology introduced in 2005[1] that detects the concentration of injected superparamagnetic iron oxide nanoparticles (SPIONs) using their nonlinear magnetic response. The higher order harmonics in the signal produced by SPION magnetization indicates their presence (Fig. 1a), and by selective saturation, the nonlinear signal can be localized and mapped to form an image of the distribution (Fig. 1b).

Due to the strong magnetic moment of SPIONs and zero-background signal, MPI has the potential to have a significant improvement in sensitivity over SPION detection with MRI. To date, rodent-sized MPI scanners exist [2], [3], but MPI has not been scaled for use on humans. Several barriers exist to increasing the scanner size, and the effect of this scaling on spatial resolution and sensitivity are only in the initial stages of investigation[4], [5].

MPI signal and image simulation tools are needed to examine the sensitivity and spatial resolution tradeoffs of larger scanner configurations and to provide the equivalent of coil sensitivity maps to assess the potential of using array detectors in MPI for improving image localization. These simulations utilize electromagnetic models of the required drive, gradient and shift fields as well as the Faraday detector geometries used to measure the signal. Others have developed dedicated simulation tools for various aspects of the MPI scanner[4], [6]. Here, we focus on the localized sensitivity profiles of human-sized multichannel detectors.

**MPI System Setup**

A Biot-Savart magnetic field calculation of arbitrary coil windings has been implemented in MATLAB over the imaging FOV. The simulated drive, gradient and shift fields provide the input to calculating the SPION magnetization, \( \mathbf{M}(\mathbf{r}) \), based on the SPION-specific Langevin curve. The signal voltage is calculated by Eq. 1, where \( \mathbf{B}(\mathbf{r}) \) is the field produced per unit current by the receive coil, which is related through reciprocity to the detection efficiency via the dot product of \( \mathbf{B}(\mathbf{r}) \) with the temporal derivative of the SPION magnetization.

\[
\mathcal{E}(t) = \mathbf{E}_0 \cdot \left( \mathbf{B}(\mathbf{r}) \cdot \frac{d\mathbf{M}(\mathbf{r})}{dt} \right)
\]

For projection reconstruction imaging with a 2D field-free line (FFL) using the coordinate system defined in Fig. 2, we follow the basic methodology outline of Goodwill et al. [7] with the exception that we use a simulated shift field which is a step function instead of a ramp. This eliminates the need for gridding or a velocity normalization since the shift field is constant during the measurement of each point in a projection. Preamp noise is approximated by addition of 4 nT/\( \sqrt{\text{Hz}} \) white Gaussian noise. A projection is formed by using the shift fields to sweep the FFL across the FOV along \( x \). The process is repeated at different projection angles and for different offsets to form a stack of 2D images as in CT. The simulation can be used to interrogate multiple aspects of MPI. To examine the spatial variation of detectors’ sensitivity, we form detection sensitivity maps (see Figs. 3 + 4). To create point spread functions to investigate spatial resolution, we form sensitivity projection functions, which can be used to reconstruct images via filtered back-projection or iterative minimization methods (see Figs. 5 + 6).

For any of these simulation outputs, a choice can be made about which temporal components of the induced magnetization are considered. All temporal components (those at the drive frequency and all its harmonics), only a subset of these frequencies, such as only the 3rd harmonic, or only the higher harmonics (omitting the drive frequency response) can be used. These different choices are informative since detection strategies are forced to filter out the magnetization’s response at the drive frequency.